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Reflected Brownian motion is obtained as the heavy traffic limit of the level component $\left\{Q_{n}\right\}$ of a class of bivariate Markov chains $\left\{\left(J_{n}, Q_{n}\right)\right\}$ incorporating those having a matrix-geometric stationary distribution. Approximations for both transient and ergodic behaviour are obtained as a corollary.
heavy traffic limit theorem * Markov chain * matrix-geometric stationary distributions * Markov-modulation

## 1. Introduction and statement of results

We are concerned with Markov chains $\left\{\left(J_{n}, Q_{n}\right)\right\}$ having transition matrices of the block form

$$
P \quad\left(\begin{array}{llll}
K(0) & H(1) & H(2) & H(3)  \tag{1}\\
K(1) & G(0) & G(1) & G(2) \\
K(2) & G(-1) & G(0) & G(1) \\
K(3) & G(-2) & G(-1) & G(0) \\
\vdots & & &
\end{array}\right)
$$

where the dimensions are $G(n): p \times p, K(n): p \times m, n>0, K(0): m \times m$ and $H(n)$ : $m \times p$. We write $E_{0}$ for the set of the $m$ boundary states and $E=\{1, \ldots, p\}$. Thus the state space is $\mathrm{E}_{0} \times\{0\} \cup \mathrm{E} \times\{1,2, \ldots\}$ ( $\mathrm{E}_{0}$ and E may be disjoint).

In most examples, $\left\{Q_{n}\right\}$ is the process of main intrinsic interest (typically a queue length process) and $J_{n}$ a supplementary variable needed for the Markov property. As a special case $(G(n)=H(n)=0, n>2, H(1)=$ $\mathrm{G}(1)$ ) the setting incorporates Markov chains of the $\mathrm{GI} / \mathrm{M} / 1$ type (Neuts [5]) having a matrix-geometric stationary distribution. Already this class of models is extremely versatile and has become a popular tool in applications, but also further examples like the M/G/1 type briefly discussed in [5] are included in (1). In fact, apart from the discrete nature of the variables, the only restriction inherent in (1) is the spatial homogeneity in levels $\neq 0$. These facts indicate that results on the
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behaviour of processes like $\left\{\left(J_{n}, Q_{n}\right)\right\}$ are of very general nature.
We are here concerned with one of the classical areas of queueing theory, viz. the heavy traffic limit theorem. That is, we are looking for the limiting behaviour of $\left\{Q_{n}\right\}$ under conditions corresponding to $\rho \uparrow 1$ in the traditional queueing setting (also the case $\rho \downarrow 1$ has been considered, Iglehart and Whitt [3] or Whitt [6], but the stable case $\rho<1$ seems more interesting). We first need to introduce some notation. Define $G=\Sigma_{-\infty}^{\infty} G(k)$. If $G$ is an irreducible transition matrix, as will typically be the case, an invariant probability (row) vector $v$ exists and we let

$$
M=\sum_{k=-\infty}^{\infty} k G(k), \quad \mu=v M e, \quad \sigma^{2}=\underset{k=-\infty}{\infty} k^{2} G(k) e-3 \mu^{2}+2 v M(l+e v-G)^{-1} M e
$$

where $e$ is the (column) vector of ones. Further $B_{\xi}=\left\{B_{\xi}(t)\right\}_{t \geq 0}$ denotes Brownian motion with unit variance and drift $\xi$, and $B_{\xi}^{(R)}$ the zero-reflected version

$$
\begin{equation*}
B_{\xi}^{(R)}(t)=B_{\xi}(t)-\min _{0 \leq s \leq t} B_{\xi}(s) \tag{2}
\end{equation*}
$$

and we let $B^{\prime}(t)=|\mu| Q_{\left[t \sigma^{2} / \mu^{2}\right]} / \sigma^{2}$ where [.] denotes integer part. Finally $\Phi$ denotes the standard normal distribution function and (J,Q) a pair of random variables having the limiting stationary distribution of ( $\mathrm{J}_{n}, \mathrm{Q}_{n}$ ). In the heavy traffic situation we are thinking of the given transition matrix $P$ as imbedded in a sequence $\left\{P^{(m)}\right\}$ with limit $P^{(0)}$, and limit theorems as $m \rightarrow \infty$ thus provide approximations for the given process. For notational convenience, we most often suppres indices $m \neq 0$ and thus e.g. B' really depends on $m, \mu \rightarrow 0$ means $\mu_{m} \rightarrow 0$ and so on.

Theorem 1 Suppose that $\mathrm{G}(\mathrm{n}) \rightarrow \mathrm{G}^{(0)}(\mathrm{n}), \mathrm{K}(\mathrm{n}) \rightarrow \mathrm{K}^{(0)}(\mathrm{n}), \mathrm{H}(\mathrm{n}) \rightarrow \mathrm{H}^{(0)}(\mathrm{n})$ for all n in such a way that the elements of $\sum|n|^{3} \mathrm{G}(\mathrm{n})$ and $\Sigma \mathrm{n}^{2} \mathrm{H}(\mathrm{n})$ remain bounded, that $\mu<0$ and that the limit matrices $\mathrm{P}^{(0)}, \mathrm{G}^{(0)}$ are irreducible with $\mu_{0}=0$, $\sigma_{0}^{2}>0$. Then $\mathrm{B}^{\prime}$ converges weakly to $\mathrm{B}_{-1}^{(\mathrm{R})}$ in $\mathrm{D}[0, \infty)$. In particular

$$
\begin{align*}
& \mathrm{P}\left(|\mu| \mathrm{Q}_{\left[t \sigma^{2} / \mu^{2}\right]} / \sigma^{2}>x, J\left[t \sigma^{2} / \mu^{2}\right]=\mathrm{i}\right) / v_{i} \quad \rightarrow \\
& \text { 1- } \Phi\left(\mathrm{xt}^{-1 / 2}+\mathrm{t}^{1 / 2}\right)+\mathrm{e}^{-2 \mathrm{x}} \Phi\left(-\mathrm{xt}^{-1 / 2}+\mathrm{t}^{1 / 2}\right)  \tag{3}\\
& P\left(|\mu| Q / \sigma^{2}>x, J=i\right) / v_{i} \rightarrow 1-e^{-2 x} \tag{4}
\end{align*}
$$

## 2. Proofs

We let $\left\{J_{n}^{*}\right\}$ be a Markov chain on $E$ governed by $G$ and $S_{n}^{*}=X_{0}^{*}+\ldots+X_{n}^{*}$ the corresponding Markov-modulated random walk. That is, $\left\{\left(J_{n}^{*}, X_{n}^{*}\right)\right\}$ is a Markov chain on $E \times\{0, \pm 1, \pm 2, \ldots\}$ which goes from state is to jt with probability $g_{\mathrm{ij}}(\mathrm{t})$ (as initial condition we take $\mathrm{X}_{0}^{*}=0$ throughout). Define further the corresponding Markov-modulated Lindley process by $Q_{0}^{*}=0$,

$$
\begin{equation*}
Q_{n}^{*}=\left(Q_{n-1}^{*}+X_{n}^{*}\right)^{+}=S_{n}^{*}-\min _{0 \leq k \leq n} S_{k}^{*} \tag{5}
\end{equation*}
$$

The following intuitive description provides the key for the proofs. The Markov-modulated Lindley process has again a transition matrix $P^{*}$ of the form (1) corresponding to $G^{*}(k)=H^{*}(k)=G(k), K^{*}(n)=I-\Sigma_{n+1}^{\infty} G(k)$. The transitions of $\left\{\left(J_{n}^{*}, X_{n}^{*}\right)\right\}$ and $\left\{\left(J_{n}, X_{n}\right)\right\}$ from levels $s>0$ to levels $s+t>0$ are governed by the same probabilities, viz. the elements of $G(t)$, and also

$$
P_{i s}\left(Q_{1}=0\right)=1-\Sigma_{n=1-s}^{\infty} \Sigma_{j=1}^{P} G_{i j}(n)=\sum_{j=1}^{P} k_{i j}^{*}(s)=P_{i s}\left(Q_{1}^{*}=0\right) .
$$

However, when $\left\{Q_{n}^{*}\right)$ hits zero, then $\left\{\left(J_{n}^{*}, X_{n}^{*}\right)\right\}$ just continues according to the Markov property, whereas at the hitting time $\tau$ (say) $\left\{\mathrm{J}_{n}\right\}$ is reset to a value in the set of boundary states $E_{0}$. The exit from zero, i.e. the value of $\left(J_{\tau+1}, Q_{\tau+1}\right)$, is then chosen according to the atypical first row of $P$, and first when $Q_{\tau+s}>0$ (which may require more than $s=1$ steps), the $G(k)$ take over to govern the transitions of $\left\{J_{n}\right\}$ again. The idea is now first to obtain reflected Brownian motion $B_{-1}^{(R)}$ as limit of $\left\{Q_{n}^{*}\right\}$ (this is the easy step), and next to show that $\left\{\left(J_{n}^{*}, Q_{n}^{*}\right)\right\}$ and $\left\{\left(J_{n}, Q_{n}\right)\right\}$ asymptotically behave the same way.

To carry out the details, one needs to extend a number of known estimates for random walks to the Markov-modulated case. It is frequently convenient to do this by studying $S_{n}^{i}=S_{\lambda(n ; i)}$ where $\lambda(n ; i)$ is the time of the $n^{\text {th }}$ visit of $\left\{J_{n}^{*}\right\}$ to state $i$. If $J_{0}^{*}=i$, then $\left\{S_{n}^{i}\right\}$ is a usual random walk, and letting $\lambda(1)=\lambda(1 ; i)$, we have $\mathrm{E}_{\mathrm{i}} \lambda(\mathrm{i})=1 / v_{\mathrm{i}}$ and:

Lemma 1 (a) There exist $\eta<1$ and $N$ such that $P_{i}(\lambda(i)>n)<\eta^{n}$ for all $m$ and all $\mathrm{n} \geq \mathrm{N}$;
(b) $E S_{1}^{i}=v_{i} \mu$, and as $m \rightarrow \infty, \operatorname{Var} S_{1}^{i} \rightarrow v_{i} \sigma_{0}^{2}$, lim sup $E\left|S_{1}^{i}\right|^{3}<\infty$.

Proof (a) The condition $\mu_{0}=0$ ensures that $P^{(0)}$ is recurrent (Asmussen [1] X.4) and hence there exists $N$ such that $P_{j}^{(0)}(\lambda(i)>N / 2)<\delta_{1}<1$ for all $j \in E$. Since $G \rightarrow G(0)$ implies $P_{j}(\lambda(i)>N / 2) \rightarrow P^{(0)}(\lambda(i)>N / 2)$, we can choose $\delta_{2}<1$ such that $P_{j}(\lambda(i)>N / 2)<\delta_{2}$ for all m. A geometric trial argument then shows that $\eta=\delta_{2}^{1 / N}$ satisfies the requirements. In (b), the statements on the mean and variance follow by general results on regenerative processes ([1] V.3). Further the conditions of Th. 1 ensure that $E\left(\left|X_{1}^{*}\right|^{3} \mid J_{0}^{*}=\mathrm{i}, \mathrm{J}_{1}^{*}=\mathrm{j}\right)$ is bounded, say by c. Hence by Minkowski's inequality

$$
\begin{aligned}
\left.E\left|S_{1}^{i}\right|\right|^{3} & =E\left[E\left(\left|S_{\lambda(i)}^{*}\right|^{3} \mid \lambda(i), J_{0}^{*}, \ldots, J_{\lambda(i)}^{*}\right)\right] \\
& \leq E\left[\sum_{n=0}^{\lambda(i)-1} E\left(\left|X_{n}^{*}\right|^{3} \mid \lambda(i), J_{0}, \ldots, J_{\lambda(i)}\right)^{1 / 3}\right]^{3} \leq c E \lambda(i)^{3}
\end{aligned}
$$

which remains bounded according to part (a).
Now let $\{c\}=\left\{c^{(m)}\right\}$ be any sequence of real numbers with $c^{(m)} \rightarrow \infty$ and define

$$
B^{(c)}(\mathrm{t})=\left(\sigma^{2} \mathrm{c}\right)^{-1 / 2}\left\{\mathrm{~S}_{[\mathrm{ct}]}-[\mathrm{ct}] \mu\right\}, \quad \mathrm{B}^{*}(\mathrm{t})=|\mu| \mathrm{Q}_{\left[t \sigma^{2} / \mu^{2}\right]} / \sigma^{2} .
$$

Lemma $2 \mathrm{~B}^{(\mathrm{C})} \rightarrow \mathrm{B}_{0}$ and $\mathrm{B}^{*} \rightarrow \mathrm{~B}_{-1}^{(\mathrm{R})}$.
Proof The first statement is essentially well known. In fact, for a fixed Markov-modulated random walk the central limit theorem (and the expression for $\sigma^{2}$ stated in the Introduction) is contained in Keilson and Wishart [4], whereas the functional form is given, e.g., in Billingsley [2]. To obtain the present triangular array version one may, e.g. use the standard random walk result to obtain $\mathrm{B}^{(\mathrm{i})} \rightarrow \mathrm{B}_{0}$ where

$$
\begin{aligned}
& B^{(i)}(\mathrm{t})=\left(\mathrm{Cv}_{\mathrm{i}} \operatorname{VarS} \mathrm{~S}_{1}^{\mathrm{i}}\right)^{-1 / 2}\left(\mathrm{~S}_{\left[\mathrm{Ctv}_{i}^{i}\right]}-\left[\mathrm{ctv}_{\mathrm{i}}\right] \mu / v_{\mathrm{i}}\right) \\
& =\left(\operatorname{cv}_{\mathrm{i}} \mathrm{VarS}_{1}^{\mathrm{i}}\right)^{-1 / 2}\left(\mathrm{~S}_{\omega\left(\left[\operatorname{ctv}_{\mathrm{i}}\right]\right)}^{*}-\left[c t v_{j}\right] \mu / v_{j}\right) .
\end{aligned}
$$

Using $\omega\left(\left[\mathrm{ctv}_{\mathrm{i}}\right] \cong \mathrm{ct}\right.$, one may then approximate $\mathrm{B}^{(\mathrm{c})}$ by $\mathrm{B}^{(\mathrm{i})}$, the necessary bounds being provided by Lemma 1. The details are fairly standard and omitted.

Letting $c=\sigma^{2} / \mu^{2}$ we get

$$
\left\{|\mu| S_{\left[t \sigma^{2} / \mu^{2}\right]}^{*} / \sigma^{2}\right\}_{t \geq 0} \rightarrow\left\{\mathrm{~B}_{-1}(\mathrm{t})_{\mathrm{t}}\right\}_{\geq 0} .
$$

Therefore $B^{*} \rightarrow B_{-1}^{(R)}$ follows immediately by (2), (5) and the continuous mapping theorem.


Figure 1
We next recursively define random times $\tau(k), \omega(k), \Delta(k), \omega^{*}(k)$ by $\tau(0)=\omega^{*}(0)=0$,

$$
\omega(k)=\inf \left\{n>\tau(k): Q_{n}>0, J_{n}=J_{\omega^{*}}^{*}(k)\right\}, \tau(k+1)=\inf \left\{n>\tau(k): Q_{n}=0\right\},
$$

$\Delta(k)=\tau(k+1)-\tau(k), \omega^{*}(k+1)=\omega^{*}(k)=\Delta(k)$, cf. Fig. 1. We may assume that

$$
J_{\omega(k)+r}=J_{\omega^{*}(k)+r}^{*}, Q_{\omega(k)+r+1}-Q_{\omega(k)+r}=X_{\omega^{*}(k)+r}^{*}, \quad r<\Delta(k)-1 .
$$

It is basic to observe that $Q_{n}=0$ if and only if $n$ is a descending ladder point for $\left\{S_{n}\right\}$. Letting $n=\omega^{*}(k)$, it follows by induction that $Q_{\omega}(k)=0$ for all $k$. Therefore, since $q \rightarrow(q+x)^{+}$is a contraction,

$$
\begin{equation*}
\left|Q_{\omega(k)+r}-Q_{\omega^{*}(k)+r}^{*}\right| \leq\left|Q_{\omega(k)}-Q_{\omega^{*}(k)}^{*}\right|=Q_{\omega(k)}, \quad r<\Delta(k) \tag{6}
\end{equation*}
$$

Now define

$$
\begin{aligned}
& N_{t}=\sup \left\{k: \omega^{*}(k)<t\right\}, \quad M_{k}=\sup \left\{Q_{n}: \tau(k) \leq n \leq \omega(k)\right\} \\
& \varphi(n)=\left\{\begin{array}{lc}
\omega^{*}(k) & \tau(k) \leq n \leq \omega(k) \\
\omega^{*}(k)+n-w(k) & \omega(k) \leq n \leq \tau(k+1)
\end{array}\right.
\end{aligned}
$$

$$
\mathrm{B}^{"}(\mathrm{t})=|\mu| \mathrm{Q}_{\left[\varphi\left(\mathrm{t} \sigma^{2} / \mu^{2}\right)\right]}^{*} / \sigma^{2}=\mathrm{B}^{*}\left(\varphi\left(\mathrm{t} \sigma^{2} / \mu^{2}\right) \mu 2 / \sigma 2\right)
$$

Then

$$
\begin{equation*}
\sup _{0 \leq s \leq t}\left|B^{\prime \prime}(s)-B^{\prime}(s)\right|<|\mu| \max _{k \leq N_{t}} M_{k} / \sigma^{2} \tag{7}
\end{equation*}
$$

(if $\varphi\left(s \sigma^{2} / \mu^{2}\right)$ is in $[\omega(k), \tau(k+1)$ ) this follows from (6), on $[\tau(k), \omega(k)]$ it is obvious from the definition of $M_{k}$ ). Hence the proof of $B^{\prime} \rightarrow B_{-1}^{(R)}$ will be complete if we can show that subject to the heavy traffic limit $\mathrm{m} \rightarrow \infty$ it holds for any fixed $t$ that

$$
\begin{align*}
& E N_{t \sigma^{2} / \mu^{2}}=O\left(|\mu|^{-1}\right)  \tag{8}\\
& |\mu| \max _{k \leq c /|\mu|} M_{k} \xrightarrow{P} 0  \tag{9}\\
& \mu^{2} \sup _{0 \leq s \leq t \sigma^{2} / \mu^{2}}|\varphi(s)-s| \xrightarrow{P} 0
\end{align*}
$$

Indeed, (10) and $\mathrm{B}^{*} \rightarrow \mathrm{~B}_{-1}^{(\mathrm{R})}$ imply $\mathrm{B}^{\prime \prime} \rightarrow \mathrm{B}_{-1}^{(\mathrm{R})}$, and (7)-(9) then yields $\mathrm{B}^{\prime} \rightarrow \mathrm{B}_{-1}^{(\mathrm{R})}$.
Proof of (8). Let $\kappa_{-}$(i) be the first descending ladder epoch of $\left\{S_{n}^{i}\right\}$ and $N_{t}^{i}$ the number of descending ladder epochs before time t. Then Lemma $1(\mathrm{~b})$ is well-known to imply $E \kappa_{-}(i)=O\left(|\mu|^{-1}\right)$, Eк_(i) ${ }^{2}=O\left(|\mu|^{-3}\right)$. Hence by Lorden's inequality for the renewal function ([1] VI.4),

$$
\begin{aligned}
E N_{t \sigma^{2} / \mu^{2}} & \leq \sum_{i \in E}^{E N_{t \sigma^{2} / \mu^{2}}^{i}} \\
& \leq \sum_{i \in E}\left\{\frac{\mathrm{t} \mathrm{\sigma}^{2} / \mu^{2}}{E \kappa_{-}(i)}+\frac{E \kappa_{-}(i)^{2}}{\left(E \kappa_{-}(i)\right)^{2}}\right\}=O(|\mu|-1) .
\end{aligned}
$$

Proof of (9), (10). Let $\delta(k)=\omega(k)-\tau(k)$. We first note that since $\delta(k)$ is the exit time from a finite set of states, it follows exactly as in the proof of Lemma $1(\mathrm{a})$ that the tail of $\delta(\mathrm{k})$ is geometrically small uniformly in m . Hence

$$
\begin{aligned}
& \mu^{2} \sup _{0 \leq \mathrm{s} \leq t \sigma^{2} / \mu^{2}}|\varphi(\mathrm{~s})-\mathrm{s}|=\mu^{2} \mathrm{E}\left|\varphi\left(\mathrm{t} \sigma^{2} / \mu^{2}\right)-t \sigma^{2} / \mu^{2}\right| \leq \\
& \mu_{\mathrm{t}}{ }^{2} / \mu^{2} \\
& \mu^{2} \mathrm{E} \sum_{\mathrm{k}=1}^{\sum} \delta(\mathrm{k})=\mathrm{O}\left(\mu^{2} \mathrm{EN}_{\left.\mathrm{t} \sigma^{2} / \mu^{2}\right)=\mathrm{O}(|\mu|),}\right.
\end{aligned}
$$

proving (10). For (9), it is enough to show that $E M_{k} \leq c$ for all $k$. But

$$
E M_{0} \leq \underset{n=0}{\delta(0)} Q_{n} \leq \sum_{n=0}^{\infty}\left[P(\delta(0)>n) E Q_{n}^{2}\right]^{1 / 2}
$$

and we only have to obtain some rough bound on $E Q_{n}^{2}$. For example, the conditions of Th. 1 imply $E\left(Q_{n+1}-Q_{n}\right)^{k}=O(1)$, $k=1,2$, which yields $E Q_{n}=$ $\mathrm{O}(\mathrm{n}), \mathrm{EQ}_{\mathrm{n}}=\mathrm{O}\left(\mathrm{n}^{2}\right)$. Hence $\mathrm{EM}_{\mathrm{O}} \leq \mathrm{c}$ and by the Markov property, $E M_{\mathrm{k}} \leq \mathrm{c}$ for all k .

It only remains to prove (3), (4). It is well-known that the r.h.s. of (3) is the limit $\mathrm{P}\left(\mathrm{B}_{-1}^{(R)}(\mathrm{t})>\mathrm{x}\right)$ of $\mathrm{P}\left(|\mu| \mathrm{Q}_{\left[t \sigma^{2} / \mu^{2}\right]} / \sigma^{2}>x\right)$ and all that needs to be shown is asymptotic independence of $\mathrm{J}_{\left[\mathrm{to}^{2} / \mu^{2}\right]}$ which can be obtained along the lines of a standard lemma due to Stam ([1] XII.5). Also the proof of (4) follows the one-dimensional case (e.g. [1] VII.6) closely, a main step being an application of Kolmogorov's inequality to $\left\{S_{n}^{\prime}\right\}$. We omit the details.

Note that for the matrix-geometric case the I.h.s. of (4) can be computed numerically. Thus for this case, the time-dependent version (3) is the more interesting from the point of practical approximations. Nevertheless, (4) reflects a general tendency of the model in heavy traffic.
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