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#### Abstract

Exact solutions and approximations are derived for risk processes / queues where the arrival intensity and the distribution of claim sizes / service times at time $t$ depend on the state $Z_{t}$ of a underlying finite Markov jump process. The main mathematical tool is random walks on Markov chains, and in particular Wiener-Hopf factorisation problems and conjugate distributions (Esscher transforms) are involved.
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## 1. Introduction

Ruin probabilities in risk theory and waiting time distritutions for queues reduce in some basic cases to just the same random walk first passage time probabilities and are then conveniently studied within the same framework. In particular, this is so for compound Poisson risk processes with unit premium rate and $M / G / 1$ queues where

$$
\begin{equation*}
\psi(u, T)=P\left(V_{t}>u \mid V_{0}=0\right) \tag{1.1}
\end{equation*}
$$

Here $\psi(u, T)$ is the prabability of ruin before time $T$ with initial risk reserve $u$, and $V_{t}$ is the virtual waiting time at time $t$. Nevertheless, when formulating mare realistic models or more specific questions, risk theory and queueing theory (even in the $M / G / 1$ setting) may of course lead to different problems. For exsmple, premium rates which depend on the current risk reserve are of main interest in risk theory but the ruin
probabilities do not correspond to any reasonable queueing model. Similarly, the study of say other queue disciplines than the FIFO one comes up in a number of queueing applications but can hardly be given a risk theoretic interpretation.

The present paper is concerned with a particular type of generalisation which, however, seems equally well motivated from the point of view of risk theory and queues. This is Morkay-modulation: the rate $\beta$ of the Poisson arrival process $\left\{N_{t}\right\}_{t>0}$ and the distribution $B$ of the claim sizes / service times $\mathrm{U}_{1}, \mathrm{U}_{2}, \ldots$ are not fixed in time but depend on the state of a underlying Markoy jump process $\left\{Z_{t}\right\}_{t \geq 0}$ such that $\beta=\beta_{j}$ and $B=B_{i}$ when $Z_{t}$ $=i$. A sample poth of the corresponding risk process

$$
\begin{equation*}
R_{t}=\sum_{r_{i=1}}^{N_{t}} U_{t}-t \tag{1.2}
\end{equation*}
$$

$Z_{t}, D, U, \quad D, U, D, U, D, U, D$

is depicted in Fig. I, corresponding to two states U,D (Up and Down) such that the process has many but small claims and an upwards drift in the Up state, and rare but large claims and a downwards drift in the Down state (the overall average drift is negative corresponding to a positive safety laading). In particular, the arrival process is more bursty than the Poissan process in the sense that periods with very frequent arrivals and periods with very few arrivals alternate. In health insurance, sojourns of $\left\{Z_{t}\right\}$ in certain states could correspond to certain types of epidemics, and in
automobile insurance, $Z_{q}$ could be the weather type at time $t$. The Markov property may admittedly be questionnable in some cases, but at least it should be noted that it does not require exponential distribution of say periods of cold weather: using phase-type representations (see e.g. Section III. 6 of Asmussen [9], henceforth referred to as APQ) any given distribution may be approximated arbitrarily close. Anyway, the possibility of allowing the parameters of the process to vary in time seems a major step towards more realistic models and better motivated than many other extensions like renewal arrival processes. Furthermore it leads, as we shall see, to mathematical problems which are tractable or at least ameneable to numerical computations.

The relevance of Markov-modulation may have been noticed in risk theory, but to our knowledge no substantial mathematical results have been produced within the setting of compound Poisson risk processes. For general random walks some results on ruin problems can, however, be found in [25], [4], [16], and also for queues, the subject has received some recent attention, see Regterschot and de Smit [35], [40] and references there. Briefly speaking, the state is that algorithms exist which provide numerical values of expected waiting times $\mathrm{E}_{\mathrm{F}} \mathrm{W}_{\infty}$ and queue lengths $\mathrm{EQ}_{\mathrm{E}}$, of Whe $W_{s s}$, Mer $Q_{s}$ and so on in the steady state $(T=\infty)$. Just as in the one-dimensional case it seems, however, somewhat more difficult to obtain the waiting time probabilities $P\left(W_{c}>u\right)$ themselves and also the time-dependent solutions can hardly be evaluated at all (this is a problem even in the standard $M / M / 1$ case, of. [36], [7], and the methods of these papers do certainly not apply in the present generslity). In risk theory, these quantities are, however, the ones of main importance in view of an extension of (1.1) to be given in Section 7, and one main purpose of the present paper is to look into approximations (a msin recent reference in this ares is Höglund [16] which, however, does not seem to substantially overlsp with the present psper).

The paper is organised as follows. We start in Section 2 by a brief look at wiener-Hopf factorisation identities for general random walks an Markov chains. The litersture on this subject is extensive ([33], [1], [2], [3], [4], [6], [39]) but also somewhat bewildering, and the results are not always easy to compare neither mutually nor with the standsrd randam walk case. The formulas presented here are close anslogues of those of Feller [13] Ch. XII, formulating the results in terms of measures rather than transforms or operators, and also even for the standard case the proof may be slighty easier than the usual ones ([13], APQ VII.3). As example, some apparently new remarks on a Wiener-Hopf interpretation of the rate matrix in matrix-geometric models ([27]) are given as well as
some applications related to [34]. In Section 3, we specialise to the M/G/1 setting. Parts of the material is parallel to but also simpler than [6], [35] though a direct comparison is not straightforward. A main new idea here is the introduction of a uniformisation (randomisation) procedure which substantially simplifies the proofs as well as the form of the results. The material is of later relevance in connection with algorithmic solutions of the queueing problems (Sections 7,8) as well as the constants in the approximations in Sections 5,6 involve the Wiener-Hopf factors. Section 4 contains some auxiliary material on moments and conjugate distributions (Esscher transforms), extending and simplifying [18], [20] (see also [15]). In Section 5, we derive computable expressions for the constants of the Cramér-Lundberg approximation earlier obtained in [25], [4] as well as we show the finite horizon version (first derived by Segerdahl [37] in the standard case) and note some versions of Lundberg's inequality. Section 6 then contains some of the main results of the paper, diffusion approximations with correction terms for the finite as well as the infinite horizon case. The approximations are of the same form as in Siegmund [38], Asmussen [7], and were documented in these papers to have an outstanding fit at least in the standard case. For example, the relative error is typically $<0.18$ when the safety loading is $>188$ (in queueing terms, when the traffic intensity $\rho$ is $>0.85$ ). In Section 7 we then give some of the relevant translation to queues, and finally Section 8 contains some remarks on GI/M/1 and M/M/1 models.

Though the paper does not contain numerical illustrations, the point of view is nevertheless largely algorithmical. The aim is to present the results (exact solutions and approximations) in a form which is ready for numerical implementation on a computer. From a computationsl point of view, some of the main ingredients are
a) evaluation of complex moment generating functions $B(\theta)=\int e^{\theta x} B(d x)$, $\theta \in \mathbb{E}$, and their (real) derivatives $B^{(k)}(B)=\int x^{k} e^{\theta} x_{B}(d x), B \in$ 展.
b) rootfinding in the complex plane, i.e. the solution of equations of the form $g(\theta)=0, \theta \in \mathbb{C}$.
c) matrix manipulstion: determinants, inverses, eigenvalues, eigenvectors.

Here standard routines are available for c), and in presumably most examples closed expressions can be found in a). Thus the main difficulties seem to be inherent in step $b$ ). One should note here, however, that some relevant software has been developed by Regterschot and de Smit in connection with [35], and that (private communicstion) the rootfinding is not considered a major obstacle.

## 2. Wiener-Hopf factorisation for the general random walk case

Consider a random walk $\left\{S_{n}\right\}$ on a Markov chain $\left\{J_{n}\right\}$ (or Markov-madulated random walk, cf. APQ X.4). Assuming that $\left\{J_{n}\right\}$ has a finite state space $E$ (say with $p$ elements) and letting $x_{n}=S_{n}-S_{n-1}$, this means that $\left\{\left(J_{n}, x_{n}\right)\right\}$ is a Markov chain on EXR with transition function depending only on the first coordinate. Thus the process is completely specified by the measures $F(i, j)=F(i, j ; 0)=F(i, j ; d x)$ given by

$$
F(i, j ; A)=P_{i}\left(I_{1}=j, X_{1} \in A\right) .
$$

and by the initial conditions (we consider anly the case $S_{0}=X_{0}=0$ and let $P_{i}$ correspond to $d_{0}=i$. We use notation like $F$ for the matrix which has the messure $F(i, j)$ as its $\mathrm{ij}^{t /}$ element, $\mathrm{F}^{*} \mathrm{G}$ for the matrix with $\mathrm{ij}{ }^{t /}$ element $\Sigma_{k \in E} F(i, k) * G(k, j)$ and $F^{* n}$ for the $n^{t / h}$ convolution power of $F$ (we identify $\mathrm{F}^{*} \mathrm{O}$ with the identity matrix I ). The total mass of a measure $H$ is denoted by $\|H\|$, and $\|F\|$ stands for the matrix $(\|F(i, j)\|)_{i, j \in E}$. Thus $\|F\|$ reduces to the transition matrix $\mathbf{P}=\left(\rho_{i j}\right)$ for $\left\{J_{n}\right\}$ which we assume irreducible. In particular, a stationary distribution $\pi=(\pi(j))_{j \in E}$ exists. Also $\sim$ refers to the time-reversed (or dush process $\left.\left\{\tilde{T}_{n}, \tilde{X}_{n}\right)\right\}$ given by the transition function

$$
\widetilde{F}(i, j ; A)=P_{\pi}\left(U_{0}=j, X_{1} \in A \mid J_{1}=i\right)=\pi(j) F(j, i ; A) / \pi(i) .
$$

Note that this corresponds to the usual time-reversed transition probabilities $\Gamma_{i j}=\pi(j) p_{j i} / \pi(i)$ when looking at $\left\{\tilde{U}_{n}\right\}$ alone whereas $\widetilde{F}(i, j) /\|\widetilde{F}(i, j)\|$, the conditional distribution of $\widetilde{X_{1}}$ given $\widetilde{J}_{0}=i, \widetilde{J}_{1}=j$, is the same as $F(j, i) /\|F(j, i)\|$, the conditional distribution of $X_{1}$ given $J_{0}=j, J_{1}=i$. Let finally

$$
\begin{array}{ll}
\tau_{+}=\inf \left\{n \geq 1: S_{n}>0\right), & G_{+}(i, j ; A)=P_{i}\left(S_{\tau_{+}} \in A, J_{\tau_{+}} j, \tau_{+}\langle\infty),\right. \\
\tau_{-}=\inf \left\{n \geq 1: S_{n} \leq 0\right), & G_{-}(i, j ; A)=P_{i}\left(S_{\tau_{-}} \in A, J_{\tau_{-}}=j, \tau_{-}<\infty\right) .
\end{array}
$$

Our gosl is to obtain anslogues of the formuls $F=G_{+}+G_{-}-G_{-}{ }^{*} G_{+}$used os the basic Wiener-Hopf identity in [13] Ch. XII (this point of view is also followed in $A P Q$ ).

To this end, define

$$
\begin{aligned}
& \left.R_{+}(i, j ; A)=E_{j} \sum_{n=0}^{{ }_{+}-1} \mid U_{n}=j, S_{n} \in A\right), \\
& G_{\ominus}(i, j)=\pi(j) \widetilde{G_{-}}(j, i) / \pi(i), \quad U_{\Theta}=\sum_{n=0}^{\infty} G_{\ominus}^{*} n, \quad U_{+}=\sum_{n=0}^{\infty} G_{+}^{*} n .
\end{aligned}
$$

Thus $\mathbf{R}_{+}$is the pre- $\tau_{+}$-accupation measure and $\mathrm{U}_{\Theta}$ is the renewal measure correspanding to $\mathbf{G}_{\boldsymbol{\theta}}$.

Proposition $2.1 \quad R_{+}=U_{\Theta}$

Froaf Let $n$ be fixed and write $\mathrm{i}=\mathrm{i}_{0}, j=\mathrm{i}_{n}$. Then

$$
\begin{aligned}
& \quad P_{i}\left(\tau_{+}>n, J_{n}=j, S_{n} \in A\right)= \\
& \sum_{1} \ldots i_{n-1} p_{0} i_{1} \ldots P_{i_{n-1}} i_{n} P\left(S_{k} \leq 0, k \leq n, S_{n} \in A \mid J_{0}=i_{0}, J_{1}=i_{1}, \ldots, J_{n}=i_{n}\right)= \\
& \sum_{i} p_{1} i_{n} i_{n-1} \ldots i_{i} i_{1} \pi\left(i_{n}\right) P\left(\widetilde{S}_{n} \leq \widetilde{S}_{k}, k \leq n, \widetilde{S}_{n} \in A \mid \widetilde{J}_{0}=i_{n}, \widetilde{J}_{1}=i_{n-1}, \ldots, \widetilde{J}_{n}=i_{0}\right) / \pi\left(i_{0}\right)= \\
& \pi(j) P_{j}\left(\widetilde{J}_{n}=i, \widetilde{S}_{n} \in A ; \widetilde{F}_{n}\right) / \pi(i)
\end{aligned}
$$

where $F_{n}$ is the event that $n$ is a descending ladder epoch for $\left\{S_{n}\right\}$. Summing over $n$, we get

$$
R_{+}(i, j ; A)=\pi(j) \sum_{n=0}^{\infty} \widetilde{G}_{-}^{*} k(j, i ; A) / \pi(i)
$$

and since it essily follows by induction that $G_{\theta}^{*} k_{(i, j)}=\pi(j) \tilde{G}_{\theta}^{*} k(j, i) / \pi(i)$, the proof is complete.

Lemma $2.1 \mathrm{R}_{+}+\mathrm{G}_{+}=\mathbf{I}+\mathrm{R}_{+}{ }^{*} \mathbf{F}$

Frad This is just a special case of Prop. 3.2 of Pitman [31], but for the sake of completeriess we reproduce the proof. Integrating the identity

$$
\begin{aligned}
& \sum_{n=0}^{\tau_{+}-1} \mid\left(U_{n}=j, s_{n} \in A\right)+1\left(U_{\tau_{+}}=j, s_{\tau_{+}} \in A\right)= \\
& 1\left(U_{0}=j, s_{0} \in A\right)+\sum_{n=0}^{\tau_{+}-1} \mid\left(U_{n+1}=j, s_{n+1} \in A\right)
\end{aligned}
$$

w.r.t. $P_{j}$, the first three terms become $R_{+}(i, j), G_{+}(i, j), I(i, j)$, and an easy conditioning argument shows that the $P_{i}$-expectation of the last term is $\left(R_{+}{ }^{*} F\right)(i, j ; A)$.

Theorem 2.1 $\mathbf{F}=\mathbf{G}_{\ominus}+\mathbf{G}_{+}-\mathbf{G}_{\ominus}{ }^{*} \mathbf{G}_{+}$. Equivslently.

$$
\begin{equation*}
1-F=\left(1-G_{\Theta}\right) *\left(1-G_{+}\right) \tag{2.1}
\end{equation*}
$$

Frad By Prop.2.1 and Lemma 2.1,

$$
u_{\Theta}+G_{+}=1+U_{\Theta}^{*} F .
$$

Convolving with $\mathbf{G}_{\ominus}$ to the left we get

$$
U_{\ominus}-I+G_{\ominus}{ }^{*} G_{+}=G_{\ominus}+U_{\ominus}{ }^{*} F-F,
$$

and subtracting, the result follows.
Now define

$$
\mu=E_{\pi} x_{1}=\sum_{i, j \in E} \pi(i) \int_{-\infty}^{\infty} x F(i, j ; d x)
$$

Then:

Lemma 2.2 (o) $S_{n} / n \rightarrow \mu$ a.s.;
(b) /f $\mu<0$ then $\left\|G_{+}\right\|$is suthtachestic $\left(\operatorname{spr}\left(\left\|G_{+}\right\|\right)<1\right)$ wherass $\operatorname{spr}\left(\left\|G_{\Theta}\right\|\right)=$ 1 sod $\pi\left\|G_{\Theta}\right\|=\pi$;
(c) If $\mu>0$ then $\operatorname{spr}\left(\left\|G_{\Theta}\right\|\right)<1$ wheress $\left\|G_{+}\right\|$is stachestic $\left(\operatorname{spr}\left(\left\|G_{+}\right\|\right)=1\right)$ with $\pi_{+}=\pi\left(I-\left\|G_{\Theta}\right\|\right)$ as pasitive left agenvectar:
(d) $/ / \mu=0$ then $\operatorname{spr}\left(\left\|\mathbf{G}_{+}\right\|\right)=\operatorname{spr}\left(\left\|\mathbf{G}_{\Theta}\right\|\right)=1$.

Frad (a) is well-known and easily proved (APQ X.4). Similarly in (b) it follows from $S_{n} \rightarrow \infty$ just as in the one-dimensional case that $\operatorname{spr}\left(\left\|G_{+}\right\|\right)<$ $1=\operatorname{spr}\left(\left\|\tilde{G}_{-}\right\|\right)$. The way $\mathbf{G}_{-}$is constructed from $\mathbf{G}_{-}$then ensures that also $\operatorname{spr}\left(\left\|G_{\Theta}\right\|\right)=1$, and $\pi\left\|G_{\Theta}\right\|=\pi$ follows from

$$
\left.\sum_{i \in E} \pi(i) G_{\Theta}(i, j)=\pi(j) \sum_{i \in E} G_{-}(j, i)\right)=\pi(j) .
$$

Also (d) and the first part of (c) is similar as (b). For the last clam in (c), note that spr $\left(\left\|G_{\Theta}\right\|\right)<1$ implies that $\pi_{+} \neq 0$. Also Theorem 2.1 yields

$$
1-\|F\|=\left(1-\left\|G_{\Theta}\right\|\right)\left(\mathbf{I}-\left\|\mathbf{G}_{+}\right\|\right)
$$

and multiplying by $\pi=\pi\|F\|$ to the left we get $\pi_{+}\left(\|-\| G_{+} \|\right)=0$.

An interesting interpretation of the Wiener-Hopf factorisation can be given for Markovs chains of the GI/M/1 type having a matrix-geometric stationary distribution ([27] or APQ X.4-5). Here one is interested in the occupation measure $R_{-}$(defined the obvious way) in the case of a Markov-modulated right-continuous random walk given by matrices $F(1)$, $F(0), F(-1), \ldots$ with elements $F(i, j ; 1)=P_{i}\left(X_{1}=1, J_{1}=j\right)$ (the state $l \in \mathbb{R}_{2}$ of $S_{n}$ is denoted as the level and the state $j \in E$ of $J_{n}$ as the phosed. It is well-known and easy to see that $R_{\text {_ }}$ has matrix-geometric form, i.e. the restriction of $\mathbf{R}_{-}$to level $k>1$ is $\mathbf{R}^{k}$ where $\mathbf{R}$ is the restriction of $\mathbf{R}_{-}$to level $k=1$. To interpret $R$, we need the variant

$$
\begin{equation*}
\mathbf{I}-\mathbf{F}=\left(\mathbf{I}-\mathbf{G}_{(\oplus)}\right)^{*}\left(\mathbf{I}-\mathbf{G}_{-}\right) \tag{2.2}
\end{equation*}
$$

of (2.1) which follows by simply interchanging the role of $\tau_{+}$and $\tau_{-}$in the proof. The similar variant of Prop. 2.1 states that $U_{\oplus}=\mathbf{R}_{-}$. Taking the restriction to level 1 and noting that $\mathbf{G}_{\oplus}$ is concentrated at level 1 , we get $\mathrm{G}_{\oplus}=$ R. That is:

Corollary 2.1 The rete matrix R in Morkay ofains having a mathix-geometric stationory distrintion is related ta the ascending leodier height distritution $\widetilde{\mathrm{G}}_{+}$af the time-reyersed Morkoy-madilatec rondom ws/k by mesms at $\mathrm{R}=\mathrm{G}_{\oplus}$. Thet is. $\mathrm{R}(\mathrm{i}, \mathrm{j})=\pi(\mathrm{j}) \widetilde{\mathrm{G}}_{+}(\mathrm{j}, \mathrm{i}) / \mathrm{n}(\mathrm{j})$ shd (by the generating function version of (2.2))

$$
\begin{equation*}
1-s F(1)-F(0)-s^{-1} F(-1)-\ldots=(1-s R)\left(1-G_{-}(0)-s^{-1} G_{-}(-1)-\ldots\right) \tag{2.3}
\end{equation*}
$$

where G_(k) is the met/is' with ij ${ }^{\text {th }}$ element $\mathrm{G}_{-}(\mathrm{i}, \mathrm{j} ;\{\mathrm{k}\})$.

To see that the Wiener-Hopf interpretation of $\mathbf{R}$ is more than a curiosity, we shall give a short and transparent proof of the results of Ramaswami and Latouche [34], covering the known cases where the rate matrix $R$ can be found explicitly. Here $F(k)=0, k=-2,-3, \ldots$, and equating coefficients in (2.3) we get $\mathbf{G}_{-}(-1)=F(-1)$,

$$
\begin{align*}
& I-F(0)=\mathbf{I}-\mathbf{G}_{-}(0)+\mathbf{R} \mathbf{G}_{-}(-1)=\mathbf{I}-\mathbf{G}_{-}(0)+\mathbf{R F}(-1), \\
& F(1)=\mathbf{R}\left(1-\mathbf{G}_{-}(0)\right)=\mathbf{R}(\mathbf{I}-\mathbf{F}(0)-\mathbf{R F}(-1)) \tag{2.4}
\end{align*}
$$

Case $\rho^{\circ} \mathrm{F}(1)=\mathrm{w} \beta$ wherew is a calumb yector and $\beta$ a row yector sstisfling $\beta \mathrm{Be}=1$ (here e is the column vector with all components equal to one). This means that an upwards jump from phase i accurs w.p. w(i) and that the new phase then is chosen according to $\beta$. The occupation measure interpretation of $R$ therefore shows that $R(i, j)=W(i) \xi \cdot(j)$ for some row vector $\xi^{\prime}$. Normalising such that $\xi^{\prime}=\eta \xi$, where $\eta>0$ is the spectral radius of $\mathbf{R}$ and $\xi \omega=1$, we get $\mathbf{R}^{2}=\eta \mathbf{R}$ and hence by (2.4)

$$
\begin{equation*}
R=F(1)(1-F(0)-\eta F(-1))^{-1} \tag{2.5}
\end{equation*}
$$

which is the desired explicit formula for $\mathbf{R}$ (given that $\eta$ has been computed which is possible without knowing $R$, cf. [27] or [34]].

Case $z^{a} \mathrm{~F}(-1)=$ ve wherev is $s$ calum yector ond $\alpha$ a raw yector satistying $\alpha e=1$. This means that the phase after a downwards jump always has distribution $\alpha$. Let

$$
N(1,2)=\sum_{n=0}^{\tau_{-}-1} 1\left(S_{n}=1, S_{n+1}=2\right)
$$

be the number of upcrossings from 1 to 2 before $\tau_{\text {_ }}$ and $N(2,1)$ the similar number of downcrossings. Then $\mathcal{N}(1,2)=\mathbb{N}(2,1)$ and hence

$$
\begin{equation*}
E_{j}\left(N(1,2) ; J_{\tau}=j\right)=E_{j}\left(N(2,1) ; J_{\tau}=j\right) \tag{2.6}
\end{equation*}
$$

Recalling that $R^{l}(i, k)$ is the expected number of sojourns in phase $k$ and level 1 before $\tau_{\text {_ given }} J_{0}=i$, (2.6) can be rewritten as

$$
\sum_{k, K^{\prime} \in E} R(i, k) F\left(k, k^{\prime} ; 1\right) \alpha(j)=\sum_{k, K^{\prime} \in E} R^{2}(i, k) F\left(k, k^{\prime} ;-1\right) \alpha(j) .
$$

1.e., $\operatorname{RF}(1) \mathrm{ex}=\mathrm{R}^{2} F(-1) \mathrm{ex}=\mathrm{R}^{2} \mathrm{~F}(-1)$ and hence by (2.4)

$$
\begin{equation*}
R=F(1)(1-F(0)-F(1) e \alpha)^{-1} \tag{2.7}
\end{equation*}
$$

giving an explicit formula of similar form as (2.5) for $\boldsymbol{R}$.

## 3. Wiener-Hopf factorisation for the M/G/1 case

Recalling the basic set-up and notation in Section 1, and in particular the definition (1.2) of the risk process $\left\{R_{q}\right\}$, we let

$$
\begin{array}{ll}
M_{T}=\sup R_{t}, \quad M=\sup R_{t}, & \tau(u)=\inf \left\{t \geq 0: R_{t}>u\right\}, \\
0 \leq t \leq T & 0 \leq t<\infty \\
\Psi_{i j}(u, T)=P_{j}\left(\tau(u) \leq T, J_{T(u)}=j\right\}, \Psi_{i j}(u)=P_{j}\left(\tau(u)<\infty, J_{T(u)}=j\right) .
\end{array}
$$

Then $\Sigma_{j} \Psi_{i j}(u, T)$ is the probability of ruin before time $T$ which may alternatively be expressed as $P_{i}\left(M_{T}>u\right)$, and $\Sigma_{j} \Psi_{i j}(u)=P_{i}(M>u)=P_{j}(\tau(u)$ $<\infty$ ) is the probsbility of ultimste ruin. Further we assume that the state space $E$ of $\left\{Z_{t}\right\}$ is finite, say with $p$ elements, and that $\left\{Z_{t}\right\}$ is ergodic (irreducibility suffices for this). Then a limiting stationary distribution $\pi$ exists and the average drift of $\left\{R_{t}\right\}$ is

$$
E_{\pi} \frac{R_{t}}{t}=p-1 \quad \text { where } \rho=\sum_{i \in E} \pi(i) \beta_{i} E_{j} U
$$

In queueing terms, $\rho$ is the traffic intensity, cf. [35] and in risk theory, $p^{-1}-1$ is the safety loading. We assume throughout that $p<1$.

For tecnical purposes, it now turns out to be convenient to introduce uniformisation, cf. e.g. [17]. To this end, let $\Delta=\left(\lambda_{i j}\right)$ be the intensity matrix for $\left\{Z_{t}\right\}$ and choose an $\eta$ satisfying $\eta>\beta_{j}-\lambda_{i j}$ for all $i$ and a Poisson process $\left\{N_{t}^{*}\right\}$ with intensity $\eta$. We then construct $\left\{Z_{t}\right\},\left\{N_{t}\right\}$ the following way: if $\left\{\mathbb{N}_{t}^{*}\right\}$ has an arrival at a given time $t$ where $z_{t}=i$, then a coin is tossed to give an arrival for $\left\{N_{t}\right\}$ w.p. $\beta_{i} / \eta$, a jump of $Z_{t}$ to state $j$ w.p. $\lambda_{i j} / \eta$ and a dummy event w.p. $\left(\eta+\lambda_{i j}-\beta_{i}\right) / \eta$. We let $\sigma(n)$ be the $n{ }^{t / \phi}$ arrival epoch for $\left\{N_{t}^{*}\right\}$ and $\sigma(0)=0, S_{n}=R_{\sigma(n)}, X_{n}=S_{n}-S_{n-1}, J_{n}=Z_{\sigma(n)}$. By general results on uniformisation, the stationary distribution for $\left\{\Lambda_{n}\right\}$ and $\left\{Z_{t}\right\}$ are the same, viz. $\pi$, and we have a Markoy-modulated random walk as in Section 2 with

$$
\mu=\sum_{i \in E} \pi_{i}\left(\beta_{i} / \eta \int_{-\infty}^{\infty} x B_{i}(d x)-1 / \eta\right)=(p-1) / \eta<0
$$

Note that the traditional way of imbedding a random walk $\left\{S_{n}^{*}\right\}$ in the risk process corresponds to observing $\left\{R_{t}\right\}$ at the times of claims (loosely speaking, we have added some dummy claims of size zero\}. However, since $\left\{R_{t}\right\}$ can increase only at the times of claims, $\left\{R_{t}\right\},\left\{S_{n}\right\}$ and $\left\{S_{n}\right\}$ have the same maximum and the same ascending ladder height distribution $G_{+}$: Since these quantities are what is important for the ruin problem, and $\left\{S_{n}^{*}\right\}$ is an auxiliary quantity rather than of intrinsic interest, one may therefore as well work with $\left\{S_{n}\right\}$. The gain is that the descending ladder height distribution has a particular simple form.

To see this, the basic observation is that the $X_{n}$ (and hence also the $X_{n}$ ) are of the form $U_{n}-T_{n}$ where the $T_{n}$ ore exponential with intensity $\eta$. This property being preserved by time-reversal, it follows that $G_{-}(i, j) /\left\|G_{-}(i, j)\right\|$ is the same distribution as that of the $-T_{n}$ (no matter $i, j$ ) so that for $\mathbf{G}_{\mathrm{B}}$ it only remains to evaluate the matrix $\mathbf{Q}=\left\|G_{\Theta}\right\|$ with elements $\mathrm{q}_{i j}=\left\|G_{\Theta}(i, j)\right\|$. Let $\widehat{F}(\theta)$ the the matrix with elements

$$
F(i, j ; \theta)=\int_{\infty} e^{\theta x} F(i, j ; d x)=E \sum_{j} e^{-\theta T} \sum_{j}\left[e^{B U} ; J_{1}=j\right]
$$

let $H(\theta)=(\eta+\theta)(1-\hat{F}(\theta)), H_{+}=1-\widehat{G}_{+}$and

$$
\begin{equation*}
H_{-}(\theta)=(\eta+\theta)\left(1-\hat{G}_{\ominus}(\theta)\right)=(\eta+\theta) I-\eta \square \tag{3.1}
\end{equation*}
$$

Note that (2.1) implies

$$
\begin{equation*}
1-\hat{F}=\left(1-\hat{G}_{\ominus}\right)\left(1-\hat{G}_{+}\right) \tag{3.2}
\end{equation*}
$$

and hence

$$
\begin{equation*}
H(\theta)=H_{-}(\theta) H_{+}(\theta) \tag{3.3}
\end{equation*}
$$

for $0 \geq \operatorname{Re} 8>-\eta$ (the truth of (3.3) for all 8 with $\operatorname{Re} 8 \leq 0$ then follows by analytic continuation, using the explicit forms of $\mathrm{H}_{-}, \mathrm{H}$ given in (3.1) and Lemma 3.1 below). We shall need:

Condition 3.1 There enjst p-1 distinct salutions $\lambda_{2}, \ldots \lambda_{p}$ with Re $\lambda_{j}<$ 0 ta the equation det $\mathrm{H}(\theta)=0$.

Note that when $p=1$, then $H(\theta)=0$ is simply the ususl Lundberg equation (however, the solution y occuring in the Cramer-Lundberg approximation and Lundberg's inequality has $\gamma>0$ ). We discuss Condition 3.1 somewhat further below and proceed to state and prove the main result.

Theorem 3.1 sumpase that Conditian $3 . /$ halds shd that $\rho \leq 1$, and $/ e t \pi^{(i)}$ he s non-cera raw yector with $\pi^{(i)} H\left(\lambda_{j}\right)=0, i=2, \ldots p, \pi^{(1)}=\pi, \lambda_{1}=0$. Then $\mathbf{Q}=1+\mathbf{a}_{0} / \eta$ where

$$
\mathbf{Q}_{0}=\boldsymbol{\Pi}^{-1}\left(\begin{array}{c}
\lambda_{1} \pi^{(1)}\left(\pi^{(2)}\right. \\
\lambda_{2} \\
\lambda_{p} \pi^{(p)}
\end{array}\right), \quad \boldsymbol{\Pi}=\left(\begin{array}{c}
\pi^{(1)} \\
\pi^{(2)} \\
\pi^{(p)}
\end{array}\right)
$$

Frad We first note that the elements of $\mathbf{G}_{+}\left(\lambda_{j}\right)$ are effectively smaller than those of $\left\|G_{+}\right\|$when $\operatorname{Re} \lambda_{j}<0$. Since this last matrix is substochastic when $\rho<1$ and stochastic when $\rho=1, \hat{G}_{+}\left(\lambda_{j}\right)$ must be substochastic which implies that $I-\widehat{G}_{+}\left(\lambda_{j}\right)$ is non-singular. Hence by (3.3) $\pi^{(i)} H\left(\lambda_{j}\right)=0$ implies $\pi^{(i)} H_{-}\left(\lambda_{j}\right)=0$ which in terms of $\mathbf{Q}$ means that $\pi^{(i)} \mathbf{Q}=\omega_{i} \pi^{(i)}$ where $\omega_{i}=$ $1+\lambda_{j} / \eta$. Hence we have found $p$ different eigenvalues $\omega_{j}, \ldots, \omega_{p}$ for $Q$ and the corresponding eigenvectors $\pi^{(1)}, \ldots, \pi^{(p)}$ which immedistely implies that $\Pi^{-1}$ exists and that $\Pi Q$ is the matrix with rows $\omega_{1} \pi^{(1)}, \ldots, \omega_{p^{\prime}} \pi^{(p)}$. This is equivalent to the assertion of the Theorem.

Remark As the proof of Th. 3.1 shows, then Condition 3.1 implies that $\mathbf{Q}$ can be written on diagonal form (the eigenvalues of the proof are different but all that really is required is the existence of linearly independent eigenvectors). Reversion of the proof shows immediately that the converse is also true. That is, the set-up is equivalent to the matrix $Q$ to be of a spectral form which one intuitively feels is the typical case. When $p<1$, it is shown in [35] that det $\mathbf{H}(\theta)=0$ has exactly $\left[-1\right.$ roots with Re $\rho_{j}<0$, zero as simple root and all other roots have $\mathrm{Re} \rho>0$. Some exsmples seem to indicate that when $\rho=1$, then typically det $\mathbf{H}(\theta)=0$ has exactly $p-1$ roots with $\operatorname{Re} \rho_{j}<0$, zero as double root and all other roots have $\mathrm{Re} \rho>0$.

We define the moment matrices $M^{(k)}, M_{+}^{(k)}, M_{\ominus}^{(k)} b y$

$$
\begin{aligned}
& M^{(k)}(i, j)=\prod_{-\infty}^{x^{k}} F^{(i, j ; d x)}=\hat{F}^{(k)}(i, j ; 0), \\
& M_{+}^{(k)}(i, j)=\prod_{-\infty} x^{k} G_{+}(i, j ; d x)=\hat{G}_{+}^{(k)}(i, j ; 0), \\
& M_{\ominus}^{(k)}(i, j)=\int_{-\infty} x^{k} G_{\ominus}(i, j ; d x)=\hat{G}_{\ominus}^{(k)}(i, j ; 0)=(-1)^{k} k!\eta^{k} .
\end{aligned}
$$

Lemma 3.1 $\mathrm{H}(\mathrm{\theta})=\mathrm{BI}-\mathbf{S}(\theta)$ - A where $\mathbf{S}(\theta)$ is the diagonalmatrix with the $\beta_{i}\left(\hat{\mathrm{~B}}_{\mathrm{i}}(\theta)-1\right)$ in the diggonsl. Firthermare the $\mathrm{M}^{(\mathrm{k})}$ are determined thy $\mathbf{S}^{\prime}(0)=1+\Delta / \eta+\eta M^{(1)}, S^{(k)}(0)=k M^{(k-1)}+\eta M^{(k)}, k=2,3, \ldots$

Fraar Obviously $\sum_{j} e^{-8 T}=\eta /(\eta+\theta)$ and $e^{8 U}=1$ unless an arrival occurs. Hence

$$
\begin{aligned}
& E_{i}\left[e^{\theta U} ; J_{1}=j\right]= \begin{cases}\beta_{i} B_{i}(\theta) / \eta+\left(\eta+\lambda_{i j}-\beta_{i}\right) / \eta & i=j \\
\lambda_{i j} / \eta & i \neq j\end{cases} \\
& (\eta+\theta) \hat{F}(\theta)=\eta\{S(\theta) / \eta+1+\Delta / \eta\}
\end{aligned}
$$

from which the asserted expression for $\mathbf{H}(\theta)$ follows. Differentiating, we get

$$
\begin{aligned}
& I-S^{\prime}(\theta)=1-\hat{F}(\theta)-(\eta+\theta) \hat{F}^{\prime}(\theta), \\
& S^{(k)}(\theta)=k \hat{F}^{(k-1)}(\theta)+(\eta+\theta) \hat{F}^{(k)}(\theta), k=2,3, \ldots
\end{aligned}
$$

(by induction). Let $\mathrm{B}=0$ and note that $\hat{\mathbf{F}}(0)=\mathbf{I}+\boldsymbol{\Delta} / \eta$.
Having found the fundamental matrices $\mathbf{Q}, \mathbf{Q}_{0}$ and thereby $\mathbf{G}_{\text {, }}$, the next step is to derive expressions for the relevant functionals of $\mathbf{G}_{+}$, in particular $\left\|\mathbf{G}_{+}\right\|$and the $M_{+}^{(k)}$.

Theorem $3.2 \Pi\left(1-\left\|G_{+}\right\|\right)$is the mat/ik with fows $\mathrm{m}^{(1)}(1-\mathrm{S}(0)$ ), $\pi^{(2)}{ }_{\Delta / \lambda_{2}}, \ldots, \pi^{(p)}{ }_{\Delta} / \lambda_{p}$. Smi/brly. the rows of $\Pi M_{+}^{(1)}$ ore $\pi^{(1)} \mathrm{S}^{\prime \prime}(0) / 2$,

$$
\pi^{(i)}\left(1-5(0)-\Delta / \lambda_{i}\right) / \lambda_{i}, \quad i=2, \ldots, p,
$$

and thase of $\Pi M_{+}^{(2)}$ are $\pi^{(1)} \mathrm{S}^{\prime \prime}(0) / 3$,

$$
2 \pi^{(i)}\left(1-5(0)-\lambda_{i} 5^{\prime \prime}(0)-\Delta / \lambda_{j}\right) / \lambda_{j}
$$

Froof It follows from (3.2) that

$$
\begin{aligned}
& 1-\|F\|-8 M^{(1)}-\theta^{2} M^{(2)} / 2-8^{3} M^{(3)} / 3!-\ldots= \\
& \left(1-\left\|G_{\Theta}\right\|-\theta M_{\theta}^{(1)}-\theta^{2} M_{\theta}^{(2)} / 2-\ldots\right)\left(1-\left\|G_{+}\right\|-\theta M_{+}^{(1)}-\theta^{2} M_{+}^{(2)} / 2-\ldots\right)
\end{aligned}
$$

Equating coefficients and recalling that $I-\|F\|=-\boldsymbol{A} / \eta, \quad\left\|\mathbf{G}_{\ominus}\right\|=\mathbf{Q}, M_{\theta}^{(k)}=$ $k!(-1)^{k} Q / \eta^{k}$, we get

$$
\begin{align*}
& -\mathbf{A} / \eta=(1-\mathbf{Q})\left(1-\left\|\mathbf{G}_{+}\right\|\right)  \tag{3.4}\\
& M^{(1)}=-\eta^{-1} \mathbf{Q}\left(1-\left\|\mathbf{G}_{+}\right\|\right)+(1-\mathbf{Q}) \mathbf{M}_{+}^{(1)}  \tag{3.5}\\
& \mathbf{M}^{(2)}=2 \eta^{-2} \mathbf{Q}\left(1-\left\|\mathbf{G}_{+}\right\|\right)+2 \eta^{-1} \mathbf{Q} \mathbf{M}_{+}^{(1)}+(1-\mathbf{Q}) \mathbf{M}_{+}^{(2)} \tag{3.6}
\end{align*}
$$

The idea is now simply to solve recursively for the matrices $\left\|G_{+}\right\|, M^{(1)}$, $M^{(2)}$ by (in a similar manner as in the proof of Th.3.1) determining the sction on the basis vectors $\pi^{(1)}, \ldots, \pi^{(p)}$. For $i=2, \ldots, p$ it follows from (3.4) that

$$
\begin{equation*}
\pi^{(i)}\left(1-\left\|G_{+}\right\|\right)=-\pi^{(i)} \Delta / \pi_{1}\left(1-\omega_{i}\right)=\pi^{(i)} \Delta / \lambda_{i} \tag{3.7}
\end{equation*}
$$

whereas for $i=1$ (3.5) and Lemms 3.1 yield

$$
\begin{equation*}
\pi^{(1)}\left(1-\left\|G_{+}\right\|\right)=-\eta \pi^{(1)} M^{(1)}=\pi^{(1)}\left(1-S^{\prime}(0)\right) \tag{3.8}
\end{equation*}
$$

This shows the assertion concerning $\left\|G_{+}\right\|$(note also that since $\Pi$ is invertible, I - \|G $\boldsymbol{G}_{+} \|$can be computed ance $\boldsymbol{\Pi}\left(\mathbf{I}-\left\|\mathbf{G}_{+}\right\|\right)$is known. Similarly, (3.5) and (3.7) yield

$$
\begin{aligned}
& \pi^{(i)} M_{+}^{(1)}=\pi^{(i)} M^{(1)} /\left(1-\omega_{j}\right)+\eta^{-1} \omega_{j} \pi^{(i)}\left(1-\left\|G_{+}\right\|\right) /\left(1-\omega_{i}\right) \\
&=\pi^{(i)}\left(1+\Delta / \eta^{\prime}-S^{\prime}(0)\right) / \lambda_{i}-\left(\lambda_{i}^{-2}+1 / \eta \lambda_{i}\right) \pi^{(i)} \\
&=\pi^{(i)}\left(1-S^{\prime}(0)\right) / \lambda_{i}-\pi^{(i)} \\
& \Delta / \lambda_{i}^{2}
\end{aligned}
$$

whereas from (3.6), (3.8) and Lemma 3.1

$$
\begin{aligned}
\pi^{(1)} M_{+}^{(1)} & =-\eta^{-1} \pi^{(1)}\left(1-\left\|G_{+}\right\|\right)+\pi^{(1)} \eta^{(2)} / 2 \\
& =\pi^{(1)} M^{(1)}+\pi^{(1)}\left(S^{\prime \prime}(0)-2 M^{(1)}\right) / 2=\pi^{(1)} S^{\prime \prime}(0) / 2
\end{aligned}
$$

This shows the assertion on $\Pi \mathbf{M}_{+}^{(1)}$ and the calculation in the case of $\Pi M_{+}^{(2)}$ is similar though more lengthy.

## 4. Moments and conjugation

We let $\hat{F}_{t}(\alpha)$ be the matrix with elements

$$
\hat{F}_{t}(i, j ; \alpha)=E_{j}\left[e^{\alpha R_{t}} ; Z_{t}=j\right] .
$$

Then simple calculations along the lines of the proof of Lemma 3.1 yield

$$
\begin{align*}
& (d / d t) \hat{F}_{t}(\alpha)=\hat{F}_{t}(\alpha)(S(\alpha)+\Delta-\alpha I) \quad \text { and hence } \\
& \hat{F}_{t}(\alpha)=e^{t[S(\alpha)+\Delta-\alpha .]} \tag{4.1}
\end{align*}
$$

Further $e^{k(\alpha)}$ denotes the spectral radius (Perron-Frobenius root) of $F_{1}(\alpha)$ and $W^{(\alpha)}=\left(\mathcal{W}^{(\alpha)}(\mathrm{i})\right)_{i \in E}$ the corresponding positive left (row) eigenvector normalised by $\mathfrak{w}^{(\alpha)} e=1$ (here as before e is the column vector with all components equal to one). In particular, $\mathfrak{v}^{(0)}=\pi$.

Remark 4.1 It follows by general spectral theory that k can alternatively be characterised $8 \mathrm{~s}\left(\log \operatorname{spr}\left(\mathbf{F}_{\delta}\right)\right) / \delta$ or even $\operatorname{simply} \operatorname{spr}(\mathbf{S}(\alpha)+A-\alpha \mid)$. The reason that we have given the definition in terms of $F_{1}$ is to facilitate comparison with and translation to discrete time Markov-modulated random walks, where the basic governing parameter $F$ of Sections 2-3 plays the role of $F_{1}$. In the same manner say the proof of Prop. 4.1 below has a slightly more direct continuous time version as well as similar remarks apply at a number of other places.

Proposition 4.1 The functioh $\mathrm{k}(\alpha)$ is sthct/y comyex with

$$
\begin{align*}
& \kappa^{\prime}(0)=\lim _{t \rightarrow \infty} F R_{t} / t=\pi S^{\prime} e-1  \tag{4.2}\\
& \kappa^{\prime \prime}(0)=\lim _{t \rightarrow \infty} D Q R_{t} / t=\pi S^{\prime \prime} e+2 \pi S^{\prime} D S^{\prime} e  \tag{4.3}\\
& \kappa^{\prime \prime \prime}(0)=\pi S^{\prime \prime} e+3 \pi S^{\prime} D S^{\prime \prime} e+3 \pi S^{\prime \prime D} S^{\prime} e+6 \pi S^{\prime} D S^{\prime} D S^{\prime} e \tag{4.4}
\end{align*}
$$

Here $\mathrm{D}=(\mathrm{er}-\mathrm{A})^{-1}$ - er ond $\mathrm{S}^{(\mathrm{k})}=\mathrm{S}^{(\mathrm{k})}(\mathrm{O})$ is the olisgons/ mst/j; with the $\beta_{i} E_{i} U^{k}=\beta_{i} \hat{\mathrm{~B}}_{i}^{(k)}(0)$ in the disgomel.

Fraat The strict convexity is proved in [21], and discrete time versions of (4.2), (4.3) are in [18], [20] (see also [7] p. 140). However, it is not apparent how to generalise to $\mathrm{K}^{\prime \prime \prime}$ and even the formula for $\kappa^{\prime \prime}$ comes out in a rather
indirect way. We shall therefore give the proof in full detail. Differentisting $\mathrm{e}^{\mathrm{k}} \mathrm{v}=\psi \hat{\mathrm{F}}$, w.r.t. $\alpha$ we get

$$
\begin{align*}
& e^{k}\left(\kappa^{\prime} v+v^{\prime}\right)=v \hat{F}_{1}^{\prime}+v \hat{F}_{1}  \tag{4.5}\\
& e^{K}\left(k^{\prime \prime} v+\left(k^{\prime}\right)^{2} v+2 k^{\prime} v^{\prime}+v^{\prime \prime}\right)=v \hat{F}_{1}^{\prime \prime}+2 v^{\prime} \hat{F}_{1}^{\prime}+v^{\prime \prime} \hat{F}_{i} \tag{4.6}
\end{align*}
$$

Noting that ve $=1$ implies $0=v^{\prime} \mathrm{e}=\mathrm{v}^{\prime \prime} \mathrm{e}=\ldots$, letting $\alpha=0 \mathrm{in}$ (4.5) and using $\hat{F}_{1}(0) \mathrm{e}=\mathrm{e}$ we get

$$
\begin{equation*}
\kappa^{\prime}(0)=\pi M_{1}^{1} e \tag{4.7}
\end{equation*}
$$

where $M_{\delta}^{k}=F_{\delta}^{(k)}(0)$. Using the same method for (4.6) the $v^{\prime \prime}$ terms vanish on both sides, but the y' term on the r.h.s. not. However, from (4.5) we have

$$
\begin{aligned}
& \pi\left(M_{1}^{1}-\kappa^{\prime}(0) I\right)=v^{\prime}(0)\left(I-\hat{F}_{1}(0)\right)=v^{\prime}(0)\left(I+e \pi-\hat{F}_{1}(0)\right) \\
& v^{\prime}(0)=\pi\left(M_{1}-\kappa^{\prime}(0) I\right) D_{1} \quad \text { where } D_{\delta}=\left(I+e \pi-\hat{F}_{\delta}(0)\right)^{-1}
\end{aligned}
$$

(that the inverse exists follows since $\hat{F}_{\delta}(0)=\delta^{\delta \Delta}$ is an ergadic transition matrix with stationary distribution $\pi$ ). Letting $\alpha=0$ and multiplying by e to the right in (4.6) we get

$$
\begin{align*}
k^{\prime \prime}(0)+k^{\prime}(0)^{2} & =\pi M_{1}^{2} e+2 \pi\left(M_{1}^{1}-k^{\prime}(0) D D_{1} M_{1}^{1} e\right. \\
k^{\prime \prime}(0) & =\pi M_{1}^{2} e-3 k^{\prime}(0)^{2}+2 \pi M_{1}^{1} D_{1} M_{1}^{1} e \tag{4.8}
\end{align*}
$$

(using $\pi D_{1}=\pi$ ), and (4.8) is indeed the expression of [20]. Similarly, (4.6) yields

$$
\begin{align*}
& v^{\prime \prime}(0)=\left[2 v^{\prime}(0)\left(M_{1}^{1}-\kappa^{\prime}(0) I\right)+\pi\left(M_{1}^{2}-\kappa^{\prime}(0)^{2} I-\kappa^{\prime \prime}(0) 1\right)\right] D_{1}, \\
& \kappa^{\prime \prime \prime}(0)+3 k^{\prime}(0)^{2} \kappa^{\prime \prime}(0)+\kappa^{\prime}(0)^{3}=\pi M_{1}^{3} e+3 v^{\prime}(0) \pi M_{1}^{2} e+3 v^{\prime \prime}(0) M_{1}^{1} e \tag{4.9}
\end{align*}
$$

which can be solved for $\kappa^{\prime \prime \prime}(0)$. To arrive at the continuous time versions, note that $e^{\delta k(\alpha)}$ is the spectral radius of $\hat{F}_{\delta}(\alpha)$ so that (4.7) yields $\delta k^{\prime}(0)=$ $\pi M_{\delta}$ e. Since $M_{\delta}^{1}=\delta\left(S^{\prime}-1\right)+0\left(\delta^{2}\right)$, (4.2) follows and (4.3), (4.4) are derived by similar methods, using $M_{\delta}^{k}=\delta 5^{\prime \prime}+0\left(\delta^{2}\right), k=2,3, \ldots, D e=\pi \cdot D=0$ and

$$
D_{\delta}=\left(1+e \pi-e^{\delta A}\right)^{-1}=\delta^{-1} D+0(1)
$$

Let now $h^{(\alpha)}$ be the positive right eigenvector of $\hat{F}_{t}(\alpha), \quad \hat{F}_{t}(\alpha) h^{(\alpha)}=$ $e^{k(\alpha)} h^{(\alpha)}$, and define $F_{t}^{(\theta)}$ by

$$
\begin{equation*}
F_{t}^{(\theta)}(i, j ; d x)=\frac{h^{\left(\theta-\theta_{0}\right)}(j)}{h^{\left(\theta-\theta_{0}\right)}(i)} e^{\left(\theta-\theta_{0}\right) x-t \kappa\left(\theta-\theta_{0}\right)} F_{t}(i, j ; d x) \tag{4.10}
\end{equation*}
$$

where $\theta_{0}$ is some arbitrary location parameter. Following [38], [7] we assume that a $\gamma_{0}$ with $\mathrm{K}^{\prime}\left(\gamma_{0}\right)=0$ exists, and let $\theta_{0}=-\gamma_{0}$. Also the existence of a $\gamma>0$ with $k(y)=0, k "(y)<\infty$ is needed (the discussion of such conditions is much as in the one-dimensional case and can be found in [18]).

It follows immediately from (4.10) that

$$
\hat{F}_{t}^{(\theta)}(i, j ; \infty)=\frac{h^{\left(\theta-\theta_{0}\right)}(j)}{h^{\left(\theta-\theta_{0}\right)(i)}} e^{-t k\left(\theta-\theta_{0}\right)} \hat{F}_{t}\left(i, j ; \alpha+\theta-\theta_{0}\right)
$$

That is, if $\Delta_{\theta}$ is the diagonal matrix with the $h^{\left(\theta-\theta_{0}\right)}(i)$ in the diagonal, then

$$
\begin{align*}
\hat{F}_{t}^{(\theta)}(\alpha) & =e^{-\operatorname{tk}_{k}\left(\theta-\theta_{0}\right)} \Delta_{\theta}^{-1} \hat{F}_{t}\left(\alpha+\theta-\theta_{0}\right) \Delta_{\theta}  \tag{4.11}\\
& \left.=e^{-t_{k}\left(\theta-\theta_{0}\right)} \exp \left\{t\left[S\left(\alpha+\theta-\theta_{0}\right)+\Delta_{\theta}^{-1} \Delta \Delta_{\theta}-\left(\alpha+\theta-\theta_{0}\right)\right]\right]\right\}
\end{align*}
$$

From this it follows by simple calculations that the rows of $\left\|F_{t}^{(\theta)}\right\|=$ $\hat{F}_{t}^{(8)}(0)$ sum to one and that $\hat{F}_{t+s}^{(8)}=\hat{F}_{t}^{(\theta)} \hat{S}_{s}^{(\theta)}$. Thus we have a new Markov-modulated continuous time randam walk, which for the present case can even be interpreted as a risk process. The changed parameters correspand ta arrival intensities and claim size distributions given by

$$
\beta_{B ; i}=\beta_{i} \hat{\mathrm{~B}}_{i}\left(\theta-\theta_{0}\right), \hat{\mathrm{B}}_{\theta ; i}(\alpha)=\frac{\widehat{\mathrm{B}}_{j}\left(\alpha+\theta-\theta_{0}\right)}{\hat{\mathrm{B}}_{j}\left(\theta-\theta_{0}\right)},
$$

and the intensity matrix $\boldsymbol{\Delta}_{\theta}$ with ij ${ }^{\text {t/ }}$ aff-diagonal element

$$
\lambda_{i j} \frac{n^{\left(\theta-\theta_{0}\right)}(j)}{n^{\left(\theta-\theta_{0}\right)}(i)}
$$

The basis for this interpretation is (4.1) and the formula

$$
\begin{equation*}
\hat{F}_{t}^{(\theta)}(\alpha)=e^{t\left[S_{\theta}(\alpha)+\Delta_{\theta}-\alpha I\right]} \tag{4.12}
\end{equation*}
$$

(here $S_{8}(\alpha)=S(\theta+\alpha)-S(\theta)$ is the diagonal matrix with the $\beta_{\theta ; i}\left(B_{8}(\alpha)-1\right)$ in the diagonal) which can be obtained from (4.11) after some rather tedious calculations using the formula

$$
\Delta_{\theta}=\Delta_{\theta}^{-1} \Delta \Delta_{\theta}+5\left(\theta-\theta_{0}\right)-\left(\kappa\left(\theta-\theta_{0}\right)+\left(\theta-\theta_{0}\right) I\right)
$$

We write $P_{8 ; i}$ instead of $P_{i}$ when the process is governed by $\left\{F^{(\theta)}\right\}_{t \geq 0}$ rather than $\left\{F_{t}\right\}_{t \geq 0}$, and $\pi^{(\theta)}$ denotes the corresponding stationary distribution for $\left\{Z_{t}\right\}$ or equivalently the positive left eigenvector for $\left\|\mathbb{F}_{1}^{(\theta)}\right\|$. It is immediately checked from (4.11) that $\pi^{(\theta)}(i)=h^{\left.\left(\theta-\theta_{0}\right)_{(i)}\right)}$ $v^{\left(\theta-\theta_{0}\right)^{\prime}(i)}$. Special notation like $n^{L}, \pi^{L}, \beta_{L ; i}$ etc. are used for the Lundberg case $\theta_{L}=\theta_{0}+\gamma$. Note that moments for the $P_{8 ; i}$-process can easily be obtained in terms of the given $k$-function in the same way as for a standard exponential family. In fact, by (4.11)

$$
\operatorname{spr}\left(\hat{F}_{t}^{(\theta)}(\alpha)\right)=e^{-k\left(\theta-\theta_{0}\right)} \operatorname{spr}\left(\hat{F}_{t}\left(\alpha+\theta-\theta_{0}\right)\right)
$$

Thus $\kappa_{8}(\alpha)=k\left(8+\theta-\theta_{0}\right)-k\left(\theta-\theta_{0}\right)$,

$$
\begin{equation*}
k_{\theta}^{\prime}(0)=\lim _{t \rightarrow \infty} E_{8} R_{t} / t=\kappa^{\prime}\left(\theta-\theta_{0}\right)=\pi^{(8)} S_{8} e-1 \tag{4.13}
\end{equation*}
$$

and similarly for the analogues of (4.3), (4.4). Note that for $\theta=0$ (4.13) becomes $k^{\prime}\left(-\theta_{0}\right)=0$ while (by convexity) the expression is $>0$ for $\theta>0$ (in particular $8=B_{L}$ ) and $<0$ for $B<0$.

Lemma 4.1 Let T the $\varepsilon$ stoping time wit. the fithation $F_{n}=$ $\sigma\left(\mathrm{J}_{\mathrm{k}}, \mathrm{S}_{\mathrm{k}} \mathrm{K} \leq \mathrm{n}\right)$ and $\mathrm{F} \in \mathcal{F}_{\mathrm{n}}$ an eyent setisfying $\mathrm{F} \subseteq\{\mathrm{T}<\infty\}$. Then for amy i. $\theta$

$$
\begin{aligned}
P_{i} F & =P_{\theta_{0} ;} F \\
& =h^{\left.\left(\theta-\theta_{0}\right)_{(i)} F_{8 ; i}\left[h^{\left(\theta-\theta_{0}\right.}\right)_{\left(J_{T}\right)^{-1}} \exp \left\{\left(\theta_{0}-\theta\right) R_{T}+T_{\kappa}\left(\theta-\theta_{0}\right)\right\} ; F\right]} \\
( & \left.=h^{L}(i) E_{L ; i}\left[h^{L}\left(J_{T}\right)^{-1} \exp \left\{-\gamma R_{T}\right\} ; F\right] \quad \text { when } \theta=\theta_{L}\right) .
\end{aligned}
$$

This likelihood ratio identity plays a crucial role in Sections 5-6 (for a proof, see [11], [41], [22]). We mention at this point one further
application which will, however, not be spelled out in the present paper. This is importance sampling in the simulation evaluation of ruin probabilities, cf. [8], where $T=\tau(u)$. For example, one may simulate from $P_{L ; i}$, obtain i.i.d replicates of $\left(\Lambda_{\tau(u)}, R_{\tau(u)}\right)$ and give estimates of the $\Psi_{i j}(u)$ based on Lemma 4.1. The details follow [8] in a rather straightforward manner, and we would feel that the set-up of the present paper adds a further main example to [8] of models which are non-trivial to handle analytically but can be simulated with great advantage using this particular technique.

## 5. The overshoot and the Cramer-Lundberg approximation

If in Lemma 4.1 we let $T=\tau(u), \theta=\theta_{L}, F=\tau(u)$ and define $B(u)=R_{\tau(u)}-u$ as the overshoot, we get $\Psi_{i j}(u)=e^{-\gamma u} C(i, j ; u)$ where

$$
\begin{equation*}
C(i, j ; u)=\frac{n^{L}(i)}{n^{L}(j)} E_{L ; j}\left[e^{-\gamma B(u)} ; l_{\tau(u)}=j\right] \tag{5.1}
\end{equation*}
$$

Therefore the study of the distribution of $B(u)$ (ar rather of the joint distribution of $\left.J_{\tau(u)}, B(u)\right)$ becomes of basic importance.

Proposition 5.1 Simpase $\theta \geq 0$. Then s limit $\left(J_{\tau(\infty)}, B(\infty)\right\}$ at $\left(U_{\tau}(u), B(u)\right)$ as $u \rightarrow \infty$ esists ith the sense at convergence at distritutions. The distritution af the limit is given by the density

$$
\begin{equation*}
b_{k}(x)=m(\theta)^{-1} \sum_{j \in E} \pi_{+}^{(\theta)}(j) G_{+}^{(\theta)}(j, k ;(x, \infty)) \tag{5.2}
\end{equation*}
$$

ar the set $\left\{\mathrm{J}_{\chi(\infty)}=k\right\}$. Here $\pi^{(8)}$ is the stationery distrithtion far $\left\|\mathrm{G}_{+}\right\|$ $\sigma \not \sigma O^{\prime}(\theta)=\pi_{+}^{(\theta)} M_{+}^{(1)}(8) e$.

Frad Obviously $\left(\Lambda_{\tau(u)}, B(u)\right.$ is a semi-regenerative process (APGX.3) with first semi-regeneration point $\left(J_{\tau(0)}, B(0)\right)=\left(J_{\tau_{t}}, S_{\tau_{+}}\right)$, and a closer study shows that the given formuiae are simpiy a transiation of standard resuits for that setting (the non-lattice property being obvious).

Corollary $5.1 \Psi_{i j}(\mathrm{u}) \cong \mathrm{C}(\mathrm{i}, \mathrm{j}) \mathrm{e}^{-\mathrm{\gamma}}, \mathrm{u} \rightarrow \infty$, where the matris' C is given ty

$$
\begin{equation*}
c=k(y)^{-1} n^{L} \psi^{L}\left(\gamma 1-a_{0}\right)\left(1-\left\|\sigma_{+}\right\|\right) \tag{5.3}
\end{equation*}
$$

Froof By Prop. 5.1 and general results on weak convergence, the assertion holds with

$$
\left[(i, j)=\lim _{u \rightarrow \infty} C(i, j ; u)=\frac{h^{L}(i)}{n^{L}(j)} ⿷_{L ; i}\left[e^{-\gamma B(\infty)} ; J_{\tau(\infty)}=j\right]\right.
$$

and it only remains to check that C has the form (5.3). By Prop. 5.1,

$$
E_{L ;}\left[e^{-\gamma B(\infty)} ; J_{\tau(\infty)}=j\right]=\int_{0}^{\infty} e^{-\gamma x_{0}}{ }_{j}(x) d x=
$$

$$
\begin{align*}
& m\left(\theta_{L}\right)^{-1} \sum_{l \in E^{+}} \pi_{+}^{L}(1) y^{-1} \int_{0}\left(1-e^{-\gamma x}\right) G^{L}(1, j ; d x)= \\
& \left(y m\left(\theta_{L}\right)\right)^{-1} \sum_{l \in E} \pi_{+}^{L}(1)\left\{\left\|G_{+}^{L}(1, j)\right\|-\hat{G}_{+}^{L}(1, j ;-\gamma)\right\} \tag{5.5}
\end{align*}
$$

In matrix formulation, this means that $C=A_{L}$ edA $^{-1}$ where

$$
d=\left(\gamma m\left(\theta_{L}\right)\right)^{-1} \pi^{L}\left(\left\|G_{+}^{L}\right\|-\hat{G}_{+}^{L}(-\gamma)\right)=m\left(\theta_{L}\right)^{-1} \pi_{+}^{L}\left(1-\hat{G}_{+}^{L}(-\gamma)\right)
$$

To reduce this expression further, we need to involve also descending ladder heights, and here some caution is needed since these involve the uniformisation parsmeter $\eta$, whereas the ascending ones and the exponential family canstruction do not. One way to overcome this difficulty is to first fix the uniformisation parameter $\eta$ for the given process, consider the discrete time Markov-modulated random walk with transform $F(\alpha)$ given by Lemma 3.1, and form the corresponding exponential family $\left\{\mathbb{F}^{(\theta)}\right\}$. A rather tedious calculation (which we omit) then shows that the Lundberg conjugate is given by

$$
\hat{F} L_{(\alpha)}=\left\{\alpha \mid-S_{L}(\alpha)-\Delta_{L}\right\} /\left(\eta_{L}+\alpha\right)
$$

where $S_{L}, \boldsymbol{A}_{L}$ are the same as for the continuous-time exponential family sind $\eta_{L}=\eta^{+} \gamma$. That is, $F^{L}$ can be relsted to the $P_{L}$ - distribution of $\left\{R_{t}\right\}$ in the same way as $F$ to the $P$-distribution of $\left\{R_{t}\right\}$ (this is not in general the case for $8 \neq \theta_{L}$ !). In particular, relating the means by an obvious time-average consideration, we get $\eta_{L} \pi^{L} M^{(1)}\left(\theta_{L}\right) e=\kappa^{\prime}(y)$, cf. (4.13), and by Lemma 2.2(c) we may take

$$
\pi^{L}=\pi_{+}^{L}\left(1-\left\|G_{\theta}^{L}\right\|\right)=v_{\Delta}^{L} L^{L}\left(1-\left\|G_{\theta}^{L}\right\|\right)
$$

(since $\left\|G^{L}\right\| e=e$ ). Then by (3.5)

$$
m\left(\theta_{L}\right)=\pi_{+}^{L} M_{+}^{(1)}\left(\theta_{L}\right) e=\pi^{L} M^{(1)}\left(\theta_{L}\right) e=\eta_{L}^{-1} K^{\prime}(\gamma)=\left(\eta+y^{-1} K^{\prime}(y) .\right.
$$

Also it follows essily from Lemma 4.1 that

$$
\left\|G_{\Theta}^{L}\right\|=\Delta_{L}^{-1} \hat{G}_{\ominus}(\gamma) \Delta_{L}, \quad \hat{G}_{+}^{L}(-\gamma)=\Delta_{L}^{-1}\left\|G_{+}\right\| A_{L}
$$

and hence

$$
\begin{aligned}
C & =\frac{\eta^{+\gamma}}{\gamma K^{\prime}(\gamma)} A_{L} \operatorname{ev}^{L_{A}} L^{\left(1-\left\|G_{\theta}^{L}\right\|\right)\left(1-\hat{G}_{+}^{L}(-\gamma)\right)_{L}} \\
& =\frac{\eta^{+\gamma}}{\gamma k^{\prime}(\gamma)} n^{L} L^{L}\left(1-\hat{G}_{\theta}(\gamma)\left(1-\left\|G_{+}\right\|\right)\right.
\end{aligned}
$$

which is the same as the asserted expression.
Except for some of the last constant manipulations, a result of the same form as Corollary 5.1 can be found in [25], [4], but no algorithms like those of Section 3 (and (4.2) for $\kappa(y)$ ) were given for the numerical evaluation of C. The present approach is somewhat different and leads also to certain related results, for example Segerdahls [37] time-dependent version of the Cramér-Lundberg approximation:
Corollary $5.2 \psi_{i j}(u, T) \cong C(i, j) e^{-\gamma u} \pm\left(\frac{T-u / \kappa^{\prime}(\gamma)}{\left(u \kappa^{\prime \prime}(\gamma) / \kappa^{\prime}(\gamma)^{3}\right)^{1 / 2}}\right), u \rightarrow \infty$.
Froar By Lemma 4.1,

$$
\Psi_{i j}(u, T)=\frac{n^{L}(j)}{n^{L}(i)} e^{-\gamma u} E_{L ; i}\left[e^{-\gamma B(u)} ; \Lambda_{\tau(u)}=j, \tau(u) \leq T\right] .
$$

It is not difficult to see (the details are in [10]) that t(u) is asymptotically normal with mean $u / k^{\prime}(y)$ and variance $u k^{\prime \prime}(y) / \kappa^{\prime}(y)^{3}$ (cf. Prop. 4.1) and that $\tau(u)$ is asymptotically independent of $\left(\Lambda_{\tau}(u), B(u)\right.$. From this the Corollary follows immediately.

We finally remark that also various versions of Lundterg's inequality easily come out from (5.1) by obtaining suitable bounds on $\mathrm{C}(\mathrm{i}, j ; u)$. For exsmple, obviously

$$
\Psi_{i j}(u) \leq \frac{h^{L}(i)}{h^{L}(j)} e^{-\gamma u}, \quad P_{i}(\tau(u)<\infty)=\sum_{j \in E} \Psi_{i j}(u) \leq \frac{h^{L}(i)}{\min _{j} h^{L}(j)} e^{-\gamma^{U}} .
$$

## 6. Corrected diffusion approximations

We now think of the $P_{0 ; i}$ as fixed and consider a limit where $\theta_{0} \uparrow 0, u \rightarrow \infty$ in such a way that $\xi=4 \theta_{0}<0$ remains fixed, and shall derive an inverse Gaussian approximstion with correction terms (of order $u^{-1}$ ) for the $\Psi_{i j}(u, T)$. The treatment is an extension of [38], [7] and for the steps which are essentially the same those papers may be consulted for more detail.

We let

$$
G(T ; \xi, c)=1-\Phi\left(c T^{-1 / 2}-\xi T^{1 / 2}\right)+e^{2 \xi c} \Phi\left(-c T^{-1 / 2}-\xi T^{1 / 2}\right)
$$

denote the inverse Gaussian distribution corresponding to the first passage time of a Brownian motion with drift $\xi$ to level $c$, and let $\mathrm{h}(\lambda, \xi)=$ $\left(2 \lambda+\xi^{2}\right)^{1 / 2}-\xi$. Then the Laplace transform of $G\left(\cdot \xi_{,}, c\right)$ is $e^{-c h(\lambda, \xi) \text {, and a }}$ suitable version of the functional central limit theorem for continuous-time Markoy-modulated random walks yields easily the existence of a standard Brownian limit for

$$
\left\{\left(u^{2} \kappa^{\prime \prime}(0)\right)^{-1 / 2}\left(R\left(t u^{2}\right)-\kappa^{\prime}(0) t u^{2}\right)\right\}_{t \geq 0}
$$

and thereby as in [38], [7] that

$$
\begin{equation*}
E_{\theta_{0} ;}\left[e^{-\lambda \pi \kappa_{0}^{\prime \prime} / u^{2}} ; \tau<\infty\right] \rightarrow e^{-h(\lambda, \xi)} \tag{6.1}
\end{equation*}
$$

Here and in the following $\tau=\tau(u)$ and $k_{0}^{\prime \prime}$ means $k "(0)=\kappa^{\prime \prime}\left(-\theta_{0}\right)$ etc. The ides is now to invoke also the $O\left(u^{-1}\right)$ terms in ( 6.1 ) and to perform a formal inversion. Thus in the following $\cong$ means $u p$ to $o\left(u^{-1}\right)$ terms. Define $\mathbb{甘}=$ $\left(2 \lambda+\xi^{2}\right)^{1 / 2 / u}=(h(\lambda, \xi)+\xi) / u$. Then Lemma 4.1 yields

$$
\begin{align*}
& e^{-h(\lambda, \xi)} \frac{h^{\left(\tilde{\theta}-\theta_{0}\right)}(i)}{h^{\left(\tilde{\theta}-\theta_{0}\right)}(j)} \operatorname{P\tilde {\theta };i(J_{\tau }=j)=}  \tag{6.2}\\
& E_{\theta ; i}\left[\exp \left\{h(\lambda, \xi) B(u) / u-\pi \kappa\left(\tilde{\theta}-\theta_{0}\right)\right\} ; J_{\tau}=j, \tau<\infty\right] \tag{6.3}
\end{align*}
$$

$\ln (6.2)$ it is easily seen that $P_{\tilde{B} ;} ;\left(U_{\tau}=j\right) \cong P_{\tilde{\theta} ;} ;\left(J_{\tau(\infty)}=j\right)=\pi_{+}^{(\widetilde{\theta})}(j)$ where $\pi_{+}^{(\theta)}$ is as in Prop. 5.1 (in fact, inspection of the standard proof of the exponential ergodicity of finite Markov chains, APG XI. 1 or VI.2, shows that the remainder term is even exponentially small because of $8 \rightarrow 0$. If
$c_{1}, c_{2}$ denote the derivatives of $\pi_{+}^{(\beta)}(j)$ ，resp．$h^{(\beta)}(i) / h^{(\beta)}(j)$ ，at $\beta=0$ ，we therefore have up to an o（ $u^{-1}$ ）term that（6．2）is

$$
\begin{align*}
& e^{-h(\lambda, \xi)}\left(\pi_{+}^{(0)}(j)+c_{1}(h(\lambda, \xi)+\xi) / u\right)\left(1+c_{2} h(\lambda, \xi) / u\right)= \\
& e^{-h(\lambda, \xi)}\left(\pi_{+}^{(0)}(j)+c_{3} / u+c_{4} h(\lambda, \xi) / u\right) \tag{6.4}
\end{align*}
$$

where $c_{3}=c_{1} \xi, c_{4}=c_{1}+c_{2} \pi_{+}^{(0)}(j)$ ．Taylor expansion next gives

$$
\begin{aligned}
\kappa\left(\tilde{\theta}-\theta_{0}\right) & =\kappa_{0}(\tilde{\theta})-\kappa_{0}\left(\theta_{0}\right)=\left(\tilde{\theta}^{2}-\theta_{0}^{2}\right) \kappa " / 2+\left(\tilde{\theta}^{3}-\theta_{0}^{3}\right) \kappa_{0}^{\prime \prime \prime} / 6+o\left(u^{-3}\right) \\
& =\lambda \kappa_{0}^{\prime \prime} / u^{2}+h_{1}(\lambda, \xi) \kappa_{0}^{\prime \prime} / 6 u^{3}+o\left(u^{-3}\right)
\end{aligned}
$$

where $h_{1}(\lambda, \xi)=(h(\lambda, \xi)+\xi)^{3}-\xi^{3}$ ．Hence up to on o（ $u^{-1}$ ）term（6．3）is

$$
E_{\theta_{0} \cdot i}\left[e^{\left.\left.-\lambda k_{0}^{\prime \prime} / u^{2}\left\{1+h(\lambda, \xi) B(u) / u-c_{5} / 2 u h_{1}(\lambda, \xi)\right) k_{j}^{\prime \prime} / u^{2}\right\} ; J_{\tau}=j\right]}\right.
$$

where $c_{5}=k_{0}^{\prime \prime \prime} / 3 k_{0}^{\prime \prime}$ ．Using（6．1）and similar asymptotic independence srguments as in［38］，［7］and Section 5 shows that this can be written as

$$
⿷ 匚 ⿱ 丶 ⿸ ⿰ 𠄌 ⿻ コ 一 ⿱ 丿 丶 ⿻ ⿰ 丨 丨 ⿱ 一^{j} ;\left(1 e^{-\lambda \pi x_{0}^{\prime \prime} / u^{2}} ; J_{\tau}=j\right]+c_{6} / u e^{-h(\lambda, \xi)} h(\lambda, \xi)-c_{5} / 2 u \pi_{+}^{(0)}(j) h_{2}(\lambda, \xi)(6.5)
$$

where $c_{6}=E_{0}\left[B(\infty) ; J_{\tau(\infty)}=j\right]$ and

$$
n_{2}(\lambda, \xi)=-n_{1}(\lambda, \xi)(d / \partial \lambda) e^{-h(\lambda, \xi)}=e^{-h(\lambda, \xi)}\left[2 \lambda+\xi^{2}-\xi^{3} /\left(2 \lambda+\xi^{2}\right)^{1 / 2}\right] .
$$

Before equating（6．4）and（6．5）we perform one more manipulation．Taylor expansion of $\mathrm{k}_{0}\left(\theta_{0}\right)=\mathrm{k}_{0}\left(\theta_{\mathrm{L}}\right)$ shows easily that $-\mathrm{ju} / 2 \cong \xi+\mathrm{c}_{5} \xi^{2} / 2 u$ where $c_{5}$ is the same as above．In terms of order $u^{-1}$ we can therefore replace $\xi$ by $\widetilde{\xi}=-\mathrm{yu} / 2$ ，and the only $\mathrm{O}(1)$ term comes from（6．4），

$$
e^{-h(\lambda, \xi)} \cong e^{-h(\lambda, \widetilde{\xi})+c_{5} h_{3}(\lambda, \widetilde{\xi}) / 2 u} \cong e^{-h(\lambda, \tilde{\xi})}\left(1+c_{5} h_{3}(\lambda, \xi) / 2 u\right)
$$

where

$$
h_{3}(\lambda, \xi)=\xi^{2}(\partial / d \xi) h(\lambda, \xi)=\xi^{3} /\left(2 \lambda+\xi^{2}\right)^{1 / 2}-\xi^{2}=2 \lambda e^{-h(\lambda, \xi)}-h_{2}(\lambda, \xi) .
$$

Combining，we get

## 7. Queueing reformulations

For the Markov-modulated $M / G / 1$ queue, it will be convenient to assume that the underlying Markov jump process is the time-reversed (dual) version $\left\{\widetilde{Z_{t}}\right\}$ of $\left\{Z_{t}\right\}$ rather than $\left\{Z_{t}\right\}$ itself (this is no restriction since $\left\{Z_{t}\right\}$ and $\left\{\widetilde{Z_{k}}\right\}$ are in one-one correspondance $\}$. That is, the intensities of $\left\{\tilde{Z_{q}}\right\}$ are $\tilde{\lambda}_{i j}=\pi(j) \lambda_{j i} / \pi(i)$. We let $\widetilde{Y}_{n}$ be the state of $\left\{\widetilde{Z}_{t}\right\}$ at the $n^{\text {t/ }}$ arrival and denote by $W_{n}$ the waiting time of the $n^{t /}$ customer, by $V_{t}$ the virtual waiting time at time $t$ and let $W, V, \tilde{Y}, \tilde{Z}$ etc. refer to the steady state (which is well-defined by standard regenergtion arguments). As in Sections 2-3, $M_{T}$ is the moximum of $\left\{R_{t}\right\}$ over $[0, T]$ and $\widetilde{M_{T}},\left\{\widetilde{R_{t}}\right\}$ etc. refers to the process governed by $\left\{\widetilde{Z}_{t}\right\}$.

Theorem 7.1 Define $\pi \beta=\sum_{i \in E} \pi(i) \beta_{i}$. Then

$$
\begin{align*}
& P(W>u, \widetilde{Y}=i)=\frac{\pi(i) \beta_{j}}{\pi \beta} P_{i}(M>u)  \tag{7.1}\\
& P(V>u, \widetilde{Z}=i)=\pi(i) P_{i}(M>u) \tag{7.2}
\end{align*}
$$

Froaf Just the same sample path argument as in the standard case (APQ 1II.7-8) shows that (taking $V_{0}=0$ for simplicity)

$$
V_{t}=\max _{0 \leq s \leq t}\left\{\tilde{R}_{t}-\widetilde{R}_{s}\right\}
$$

Therefore by a time reversion argument,

$$
\begin{align*}
P_{\pi}\left(V_{t}>u, \tilde{Z}_{0}=j, \widetilde{Z}_{t}=i\right) & =P_{\pi}\left(M_{t}>u, Z_{0}=i, Z_{t}=j\right), ~ i . e . ~ \\
\pi(j) P_{j}\left(V_{t}>u, Z_{t}=i\right) & =\pi(i) P_{i}\left(M_{t}>u, Z_{t}=j\right) . \tag{7.3}
\end{align*}
$$

Since $M_{t}=M$ eventusily, it is obvious that $M_{t}$ and $Z_{t}$ are asymptotically independent. Hence in the limit (7.3) becomes

$$
\pi(j) P(V>u, \widetilde{Z}=i)=\pi(i) P ;(M>u) \pi(j)
$$

and (7.2) follows. For (7.1), it suffices according to Th. X.4.3 of APD to shaw that $P(Y=i)=\pi(i) \beta_{j} / \pi \beta$. This follows for example by a standard time-average consideration, identifying $P(Y=i)$ by the asymptotic proportion of arrivals in state $i$ and noting that in s period of length $T$ the
present paper certainly substantiates this belief even though a direct comparison is not straightforward.

Relations (7.1), (7.2) can be rewritten as

$$
\begin{align*}
& P(W>u, \widetilde{Y}=i)=\frac{\pi(i) \beta_{i}}{\pi \beta} \sum_{j \in E} \psi_{i j}(u)  \tag{7.6}\\
& P(V>u, \widetilde{Z}=i)=\pi(i) \sum_{j \in E} \psi_{i j}(u) \tag{7.7}
\end{align*}
$$

Inserting the Cramer-Lundberg approximation (Corollary 5.1) we therefore immediately get an approximation for the tails of the waiting times, and inserting the corrected diffusion approximation (6.8) yields heavy trafic approximations. Also the time-dependent case can be handled:

Corollary 7.1 subject ta the himiting aracedure af section a $\left(u \rightarrow \infty, ~ \mathrm{ub}_{0}\right.$ $\left.=\xi, T_{k_{0}} / u^{2}=T_{0}\right)$

$$
\begin{equation*}
P_{j}\left(V_{T}>u, \widetilde{Z}_{T}=i\right)=\pi(i) P_{i}\left(M_{T}>u\right)+o\left(u^{-1}\right) \tag{7.8}
\end{equation*}
$$

Frodt This follows by an extension of the proof of (7.2). Let $T^{\prime}=T-T^{1 / 4}$. Then

$$
\begin{aligned}
& P_{j}\left(M_{T} T^{\prime} \leq u, M_{T}>u\right)=P_{i}\left(T^{\prime}<\tau(u) \leq T\right)= \\
& \kappa_{0}^{2}\left(T-T^{\prime}\right) / u^{2} G^{\prime}\left(T_{0}+c_{5} / u ; \widetilde{\xi}_{5}, 1+c_{8} / u^{\prime}\right)+o\left(u^{-1}\right)=o\left(u^{-1}\right),
\end{aligned}
$$

using a formal inversion of (6.6) in the third step. Combining with (7.3) and uniform geometrical ergodicity, cf. the remarks following (6.2), we get

$$
\begin{aligned}
& \pi(j) P_{j}\left(v_{T}>u, \widetilde{Z_{T}}=i\right)=\pi(i) P_{i}\left(M_{T}>u, Z_{T}=j\right)= \\
& \pi(i) P_{i}\left(M_{T}>u, Z_{T}=j\right)+o\left(u^{-1}\right)=\pi(i) \pi(j) P_{i}\left(M_{T^{\prime}}>u\right)+o\left(u^{-1}\right)= \\
& \pi(i) \pi(j) P_{j}\left(M_{T}>u\right)+o\left(u^{-1}\right) .
\end{aligned}
$$

An approximation of similar form as ( 6.7 ) now follows by replacing $F_{i}\left(M_{T}>u\right)$ by $\Sigma_{j} \widehat{\psi}_{i j}(u, T)$ where $\widehat{F}_{i j}(u, T)$ is the approximation ( 6.7 ) for $\psi_{i j}(u, T)$. The case of the Cramer-Lundberg-Segerdahl approximation $(u \rightarrow \infty)$ is similar but easier, and Corollary 5.2 yields

$$
\begin{equation*}
\mathbb{P}_{j}\left(V_{T}>u, Z_{T}=i\right) \cong \pi(i) C(i, j) e^{-\gamma u} \Phi\left(\frac{T-u / \kappa^{\prime}(y)}{\left(u k^{\prime \prime}(y) / \kappa^{\prime}(y)^{3}\right)^{1 / 2}}\right) \tag{7.10}
\end{equation*}
$$

Also the analogous expression for the $\mathrm{P}_{\mathrm{j}}\left(\mathrm{W}_{\mathrm{N}}>\mathrm{u}, \widetilde{Y}_{N}=1\right)$ can be given but some calculations are necessary for identifying the constants. In particular, one needs to replace the continuous time Markov-modulated exponential family by the discrete time one generated by the random walk with generic increments $U^{*}-T^{*}$ where $U^{*}$ is a service time and $T^{*}$ an interarrival time. The details are a matter of routine and therefore omitted.

## 8. Remarks on M/M/1 and GI/M/1 type models

From the standard one-dimensional case (see e.g. APQ Ch. IX ) one expects that the $G I / M / 1$ and $M / M / 1$ cases where all $B_{i}$ are exponential, $B_{i}(d x)=$ $\delta_{j} e^{-\delta_{j} x_{d x}}$, are not only simpler but also that descending ladder heights ( $\boldsymbol{G}_{\Theta}$ ) form a detour and that the approach via ascending ones ( $\mathbf{G}_{+}$) is more direct.

We shall not here give all details but only indicate some main steps. The crux is to determine the distribution of the maximum $M^{*}$ of a Markov-modulated random walk $\left\{S_{n}^{*}\right\}$ where the increments are of the form $X_{n}^{*}=U_{n}-T_{n}$ where given $J_{0}^{*}=i, J_{1}^{*}=j$ the distribution of $U_{1}$ is exponential with rate $\delta_{j}\left(\operatorname{not} \delta_{j}!\right), A_{i j}(t)=P_{i}\left(T_{1} \leq t, J_{j}^{*}=j\right)$ is arbitrary, and $U_{1}, T_{1}$ are independent. Again, we suggest to use an uniformisation procedure to relate $M^{*}$ to the maximum $M$ of a Markov-modulated random walk $\left\{\left(J_{n}, S_{n}\right)\right\}$ with a simpler $G_{+}$. To this end, we choose $\eta>\max _{j} \delta_{j}$ and given $J_{0}=i$, we toss a coin w.p. $\delta_{i} / \eta$ for heads. If heads come up, $\left(\Lambda_{1},-X_{1}\right)$ are chosen according to $A_{i j}$, and if tails come up, we let $J_{1}=i$ and $X_{1}$ be exponential with rate $\eta$. This means simply that the $U_{n}$ are split up into geometric sums of exponential variables with rate $\eta$, but adds also the complication that $\left\{\left(U_{n}, S_{n}\right)\right.$ starts differently from $\left\{\left(J_{n}^{*}, S_{n}^{*}\right)\right\}$ if the first coin tossing yields a tail. That is, $M^{*}$ is distributed as $M$ given the event $F$ of an initial head. With $G \neq(i, j ; A)=P_{i}\left(S_{\tau} \in A, J_{1}=j \mid F\right)$, it can then be seen in analogy with Prop. 7.1 that

Proposition 8.1 The $\mathrm{P}_{\mathrm{i}}$ - distritution af $\mathrm{M}^{*}$ is the ith compoment at the vector

$$
\begin{equation*}
\left(1-\left\|G_{+}^{\#}\right\|+G_{+}^{*} * U_{+}^{*}\left(I-\left\|G_{+}\right\|\right) e .\right. \tag{8.1}
\end{equation*}
$$

Obviously, $G_{+}(i, j) /\left\|G_{+}(i, j)\right\|$ and $G_{+}(i, j) /\left\|G_{+}^{*}(i, j)\right\|$ are both exponential with rate $\eta$, and we thus have to determine $\mathbf{Q}=\left\|G_{+}\right\|$and $\mathbf{Q}^{H}=\left\|G_{+}^{H}\right\|$. First $\mathbf{Q}^{H}$ con easily be determined in terms of $Q$ since removing $F^{C}$ corresponds to removing mass $1-\delta_{i} / \eta$ from $G_{+}(i, i)$. That is,

$$
q_{i j}^{\#}=q_{i j} / P_{i} F=q_{i j} \eta / \delta_{i}, i \neq j, \quad q_{i j}^{\#}=\left(q_{i j}-1+\delta_{i} / \eta\right) \eta / \delta_{i} .
$$

Finally to get $\mathbf{Q}$, the wiener-Hopf identity (3.2) yields

$$
1-\hat{F}(\alpha)=\left(1-\hat{G}_{\Theta}(\alpha)\right)(1-\eta a /(\eta-\alpha))
$$

and if $\rho<1$ so that $\mathbf{Q}$ is substochastic (and $I-\hat{G}_{\Theta}(\alpha)$ non-singular for Re $\alpha$ $>0$ ), arguments of just the same type as in Section 3 yield

Theorem 8.1 $\mathrm{H}(\theta)=(\eta-\theta)(1-\hat{\mathbf{F}}(\theta))$ is giyen hy

$$
H(i, i ; \theta)=-\delta_{j} A_{i j}(-\theta)+\delta_{j}-\theta, \quad H(i, j ; \theta)=-\delta_{i} A_{i j}(-\theta), i \neq j .
$$

Furthermare the mstris $\mathbf{Q}$ hss diaganal fam if snd anly if det $\mathbf{H}(\theta)=0$ has p salutions $\beta_{1}, \ldots, \beta_{p}$ with Re $\beta_{i}>0$ snd corresnonding linesr independent fight aigenyectors $\mathrm{e}_{\mathrm{p}}, \ldots . \mathrm{e}_{\mathrm{p}}$. Then alsa $\mathrm{e}_{\mathrm{i}}$ is aigenvector of a correspording ta the eigenvalue $p_{i}=1-\beta_{i} / \eta$, and

$$
\mathbf{a}=\left\|G_{+}\right\|=\left(\rho_{1} e_{1} \ldots \rho_{p} e_{p}\right)\left(e_{1} \ldots e_{p}\right)^{-1} .
$$

Femark a. : The above results are related to [40] in much the same way as Sections 2,3,7 to [35], of. the remarks following the proof of Prop. 7.1. In particular we refind the observation of [40] that the density of $M^{*}$ on $(0, \infty)$ is a linear combination of exponential terms. This may be seen, e.g., by noting that

$$
\begin{aligned}
\hat{U}(\theta) & =\sum_{n=0}^{\infty} \eta^{n /(\eta-\theta)^{n}\left(\rho_{1} e_{1} \ldots \rho_{\rho} e_{p}\right)\left(e_{1} \ldots e_{p}\right)^{-1}} \\
& =(\eta-\theta)\left(\left(\left(1-\rho_{1}\right) \eta-\theta\right)^{-1} e_{1} \ldots\left(\left(1-\rho_{p}\right) \eta-\theta\right)^{-1} e_{p}\right)\left(e_{1} \ldots e_{p}\right)^{-1}
\end{aligned}
$$

$G_{+}(8)=\eta \sigma^{( }(\eta-8)$, so that the m.g.f. of (8.1) is a linear combination of terms of the form $\left(\left(1-\rho_{j}\right) \eta_{1}-\theta\right)^{-1}$.

A different example is a Markov-modulated storage process $\left\{V_{t}\right\}_{t \geq 0}$ considered for an interesting special case in Gaver and Lehaczky [14]. Here $V_{t}$ moves linearly at rate $\lambda(i)$ when $Z_{t}=i$ and 0 acts as reflecting barrier, cf. Fig. 2. Letting $R_{t}=\int^{t} \lambda\left(Z_{S}\right) d s$ and taking $V_{0}=0$ for simplicity, it is easy to see along the lines of Section 7 that

$$
V_{T}=\underset{0 \leq t \leq T}{\operatorname{mox}}\left\{\widetilde{R_{T}}-\widetilde{R_{t}}\right\}
$$



Figure 2
that a limit $V$ exists if and only if $\Sigma \pi(i) \lambda(i)<0$ and that then

$$
P(v>u, \widetilde{Z}=i)=\pi(i) P i\left(M^{*}>u\right) \text { where } M^{*}=\max _{0 \leq t<\infty} R_{t}
$$

(with the usual notational conventions for time-reversion). Letting \{ $\left.\int_{n}^{*}\right\}$ be the imbedded jump chain of $\left\{Z_{\chi}\right\}$ (the transition matrix and stationary distribution can be obtained in a standard manner from $A, \pi$ ), we have $M^{*}$ $=\max \left\{0, x_{1}^{*}, x_{1}^{*}+x_{2}^{*}, \ldots\right\}$ where $x_{n}^{*}=\lambda\left(\omega_{n-1}^{*}\right) y_{n}$ with $Y_{1}, Y_{2}, \ldots$ i.i.d. exponential with unit rate. Thus this madel leads to a randam walk problem of $M / M / 1$ type. A minor variant of the uniformisation procedure discussed above for the GI/M/1 case applies here as well: choose $n$ > max $\left\{\lambda(i)^{-1}: \lambda(i)>0\right\}$ and split $x_{n}^{*}$ up into a geametric sum of exponential variables with rate $\eta$ whenever $\lambda\left(\omega_{n-1}^{*}\right)>0$.
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