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Abstract Any exponential rate of convergence can be obtained for maxima of i.i.d. 

random variables, while faster than exponential convergence implies that the vari-

abIes have an extreme value distribution. 

Let ';1' ';2' ... be independent identically distributed (i.i.d.) random variables 

with marginal distribution function (d.f.) F. A rather deep result in central 

limit theory (see[3]. p. 575) is that if there are constants a >0, b such 
n n 

that \P(a (I~ i;. -b )c<x) - Hx) \ = O(n- 8). for all 8>0, where <tJ is the 
n ~=l ~ n = 

standard normal d.f., then the l;'s are in fact normal. In this note the analo-

gous (albeit less deep) problem for the maximum Mn = max{sl' .• · Sn} is studied, 

~n particular answering a question of [2]. 

The basic result for maxima of i.i.d. random variables ("the Extremal Types 

Theorem") is that if 

(1) Pea (M -b ) <x) -+ G(x), 
n n n = as n-+co , 

at continuity points of the non-degenerate d.f. G, then G ~s max-stable, i.e. 
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for n=l, 2, ... there are constants a >0, B such that 
n n 

(2) G(x)n = G(a (x-B », 
n n 

and that G then isan.extreme value distribution, ~.e. it ~s of one of only 

three specified forms (see e.g. [4], Chapter 1). 

The uniform rate of convergence ~n (1) is measured by 

6 (a , b ) 
n n n 

suplP(a (M -b ) < x) - G(x) I. 
n n n = x 

Clearly 6 (a , b ) 
n n n 

crucially depends on the choice of the normalizing constants 

an' bn , and interest centerson :,,;rhich rate is attainable if the "best" b 
n 

are used, i.e. on 

6 
n 

inf 6 (a, b) 
a>O, b n 

inf suplp(a(Mn-b) ~x) - G(x) I 
a>O, b x 

inf supIF(x/a+b)n - G(x) [. 
a>O, b x 

Further, the size of 6 
n 

~s substantially different for different F's, e.g. 

for the normal distribution 6 is of the order l/log n and for the uniform 
n 

distribution of the order l/n, while 6 = ° n 
for all n if F (x) = G(a(x-B» 

for some a>O, B, i.e. if F is of the same type as G (see [1]). 

Here it will be shown that any exponential rate of decrease of 

obtained,whi1e a faster than exponential rate implies that 6 = ° n 

6 can be 
n 

for all n. 

Further we give an example showing that 6 
n 

can decrease arbitrarily slowly. 

Theorem Let ~1' ~2' be i.i.d. random variables with marginal d.f. F, let 

G be an extreme value d.f. and let 6 be as defined in (3). Then 
n 

(i) n 
6n~6l' for n=l, 2, ... , and if 6 = oUf), for all 

n 
8>0, then 6 = 0 

n 

for n=1,2, In particular F then is of the same type as G, and hence 

is an extreme value d.f .. 
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(ii) For any 8>0 and any (extreme value) d.f. G there ~s a d.f. F such 

that 

Proof 

(4) 

n o < I':. < 8 , for n = 1, 2, .•. . n= 

(i) We will use the elementary inequality 

lun-vnl = lu_vlln~\ivn-l-il 
i=O 

> lu-vlmax(un- l , vn- l ) , 

which holds for u, v ~ O. Now, for a>O, b fixed, and writing 

b l = b-a S la, it follows from (2) and (4) that 
n n 

(5) I':. Ca, b) = supIF(x/a+b)n - G(x)1 
n 

x 

suplF(a (x-S )/a+b)n - G(a (x-S »1 
n n n n 

x 

sup I F (x/ a' +b ' ) n G(x)nl 
x 

a I = a/a , 
n 

sup{IF(x/a'+b') - G(x) Imax(F(x/a'+b,)n-l, G(x)n-l)}. 
x 

By definition, for any I':. with 0<1':.<1':.1 there is an Xl with IF(x'/a'+b') 

- G(Xl) I > 1':., so that in particular n-l n-l n-l max{F(x' /a'+b l ) ,G(x') } > I':. . Then, 

by (5), 

I I n-l n-l I':. (a, b) ~ F(x'/a'+b') - G(x') max(F(x'/a'+b') ,G(x') ) 
n 

n 
~ I':. , 

and thus, Slnce I':. < 1':.1 

n 

~s arbitrary, n 
I':.n (a, b) ~ 1':.1' for any a>O, b, and hence 

I':.n ~ 1':.1' 

Next, this shows that if I':. 
n 

n 0(8 ), for all 8>0 then I':. = 0, i. e . 
1 

F 

of the same type as G. Since G is max-stable it then follows easily that 

I':. =0, also for n=2, 3, ... 
n 

(ii) We may, without loss of generality assume that 0<8<1. Since G ~s an 

extreme value d.f. it is continous and strictly increasing at each x with 

O<G(x)<l, and hence 
-1 

x8 =G (8) is well defined. Let F be given by 

~s 
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rG(x) if xe ~ x 

F(x) 1:<X8) 
if xe-l~x<xe 

if x < xe-l. 

If a , Sn satisfies (2) then 
n 

(:., < supIF(x/a +S )n - G(x) I 
n n n x 

supIF(x)n G(a (x-S » I n n 
x 

supIF(x)n - G(x)nl 
x 

sup IF(x)n - G(x)nl 
x<x 

= e 

< en, 

slnce o ~ F (x) , G(x) ~ e, for x;;"Xe' Since clearly (:.,1 > 0, and hence (:., >0 
n 

for each n by part (i) , this proves that 0<(:., <en, for each n. (In passing 
n= 

it may be noted that F is not an extreme value d. f. , since it 1S constant and 

not zero or one in the interval [xe-l, xe).) o 

Now, the promised example showing that for any sequence {e > O} with 
n 

e +0 there 1S a F with (:., +0 but 
n n 

(6) (:., > e, for all sufficiently large n. 
n= n 

Possibly after replacing e 
n by sUPk~nek' we may assume that e 

n 
1S non-

increasing, and hence, setting 
e 

nn = 4e e n+l 
e 

if this quantity is less than one, 

and n = 1 otherwise, we have that 
n 

(7) n' = n > 4e ee 
n [log n] = n ' 

for all large n. Let 
- -x 
F (x) = l-e ,x~O, and zero otherwise, and define 

for xE [n, n+n ), n=l, 2, ... 
n 

otherwise. 
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It is then straigthforward to check, us~ng e.g. Theorem 1.5.1 of [4], that (1) 

holds with a = 1 b = log nand 
n ' n 

-x 
G (x) = exp (-e ). Further we have the following 

estimate for the jump of Fn at x = x = [log n] , 
n 

F(x ) n ( )n -([1] )n F-([logn])n n - F xn- = F ogn +n[logn] -

Thus, by (7), 

-[log n] - n I 
(I-e n)n _ (l_e-[logn])n 

-n' 
(l-e -[log n] )n{ (l+e -[log n] (l-e n) / (l-e -[log n]»n - I} 

-n' 
> (l-e/n)n{(l+(l-e n)/n)n - I} 

-e 
rv en' n' 

as n+ CXl • 

n n 
F(x ) - F(x -) > 28 , for all large n, and (6) follows immediate-

n n = n 

ly, since G is eontinmous. 
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