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Abstract 

Let S = X + .,. +X be a random walk with negative drift 
n 1 n 

]J < 0 , 

let F(x) = p(\: :;; x) , v(u) = inf{n : Sn > u} and aSSUlIle that for 

some y > 0 dF(x) = eyxdF(x) is a proper distribution with finite 

-mean ]J Various limit theorems for functionals of 

are derived subject to conditioning upon {v(u) < oo} with u large, 

i 

showing similar behaviour as if the X. were 
1 

LL d. with distribution 

F. For example, the deviation of the empirical distribution function 

from F , properly normalised, is shown to have a limit in D , and 
1 

an approximation for (u -~ [S [vC u)t] - tu]) O:5t:5l by means of Brownian 

bridge is derived. Similar results holds for risk reserve processes 

in the time up to ruin and the GI/G/l ~ueue considered either within a 

busy cycle or in the steady state. The methods produce an alternate 

approach to known asymptotic formulae for ruin probabilities as well as 

related waiting time approximations for the GI/G/l ~ueue. E.g. 

yu... - -2 - 3 ~ 
~~ e .l:'(WN > u) = C<il( (N - u/]J) / (a u/]J ) ) uniformly in N , with 

WN the waiting time of the Nth customer. 

Keywords and Phrases. Random walk, risk reserve process, GI/G/l ~ueue, 

conditioned limit theorem, first passage time, associated random walk, 

empirical distribution function, Brownian bridge, ruin probability, 

waiting time. 



1. Introduction 

Let Xl 'X2 ' 

tribution function (d.f.) 

be i.i.d. random variables with common dis-

F(x) = p(X < x) 
n 

and define 80 = 0 

8 = X + ... + X 
n 1 n 

It is throughout assumed 

that _00 < ]J < 0 so that, as is we ll-:known, M = sup{8 n ;::: O} < 00 
n 

a.s. and the first passage time \! (u) = inf{n 8 > u} is defective 
n 

for u > 0 , p(\!(u) < 00) = P(M > u) < 1 

Two main examples where these contexts come up are in the 

theory of collective risk, 8eal (1969) ch.4, 8parre Andersen (1957), 

and queueing theory, Feller (1971), Cohen (1969). 

= X(l) _ cX(2) 

In both cases we 

have the additional structure X 
n n n' where 

{X(2)} . ( are lndependent sequences of i. i. d. random variables obvious 
n 

notations like 

defined relative to 

or S (i) = X(i) + + 
n 1 ... are used for quantities 

{X(i)} rather than 
n 

{X }). In risk theory, the 
n 

are the amounts of claims, the X(2) the inter-occurence times 
n 

between claims and c > 0 the gross risk premium intensity.Withthefirstclaimar

riving at time x~2) • the risk reserve at time t is 
\!(2)(t)_1 

R(t) = R(O) + ct - L X(l) 
n=l n 

One of the main objectives of study of 

risk theory are the probabilities of ruin, 

~(t,u) = p( ~n~ R(s) < 0 I R(O) = u) , 
O-s-t 

= lim ~(t,u) = p( inf R(s) < 0 I R(O) = u) 
t~· O~s~oo 

and in view of c > 0 ruin can only occur at the times of claims 

so that ~(u) = P(M > u) . In the GI/G/l queue we have c = 1 , the 

X(l) are the service times and the X(2) the interarrival times. If 
n n 

we number the customers 0,1,2, ... , then n = inf{n~l : 8 ~ O} 
n 

the number of customers served during the first busy period, for 

is 
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n < n W = S is the (actual) waiting time of the th customer and n - n n 

c = S (2) the duration of the first busy cycle. The assumption ]J < 0 
n 

amounts to the traffic intensity P = ]1(1) /]1(2) being less than one 

so that n < 00 ,.£.<00 a.s. and the limiting steady state (denoted by 

index 00) exists. It is well-known that P(W > u) = P(M > u) and, 00 

more generally, that P(Wn > u) _= P(max{SO"" ,Sn} > u) = p( v( u) ;;;; n) 

In view of these facts and the difficulties in obtaining explicit 

tractable expressions, much attention has been given to the approximation 

(1.1) P(M> u) ;; Ce-Yu as u-+ oo . 

For a simple proof under general assumptions, see Feller (1971) Ch.XII. 

The precise conditions for (1.1), which will be assumed for the rest of 

the paper, are the following: 

Condition 1.1 F is non-lattice. 

Condition 1.2 Y > 0 satisfies EeyXl = 1 , Elxl!eYXl < 00 

[various expressions for C are cited in Section 2]. Condition 1.2 

describes the associated random walk, cL Feller (1971) pg. 406.In fact, it follows that 

F(x) = J~ooeYYdF(y) is a proper d.f. with mean 0 < ]J < 00 and we let 

P denote a probability measure making Xl 'X2 ' Li. d. with common 

d.f. F If as above X = x(l) - cx( 2) , then it is easy to see that 
n n n 

p can be chosen so as to make also the sequences {X(l)} {x(2)} Li.d. 
n n 

with d.f. 
x 
!eYYdF(l)(y)/p(l)(y) , respectively 

_00 

being the moment generating function of so that 

The present paper grew out of the wish to exploit somewhat further 

the role of the associated random walk by means of a number of conditioned 

limit theorems. In the 
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random walk and risk theory situations, we are concerned with 

P = p(·lv(u) < 00) as u + 00 , and our objective is loosely speaking 
u 

to show that the 

p . 

behave in the same way w.r.t. P and 
u 

The simplest such result is the convergence of the P -distribution 
u 

of-the whole sequence eXp-X2, •.• ) -tEli ts P-distribution. This follows 

easily from weak convergence in sequence space just meaning convergence 

of any finite number of coordinates and 

Xl Jfu 
P (Xl ~ xl""'X ~ X ) = J ... J P(M > u - Yl-"'-y )dF(Yl) ... dF(y )/P(M > u) -u n n _00 _00 n n 

using (1.1) and dominated convergence. A similar, though somewhat more 

complicated, behaviour is exhibited for (""XV(U)_l' Xv(u)) in Section 8. 

However, from the main point of view of this paper the role of such individual 

limit results is largely as motivation and complement. In fact, we are 

concerned with functionals of (Xl"'" Xv(u)) for which the contribution 

from any finite number of the 

For example, if 

F (x) = 
n 

X vanishes in the limit. 
n 

n 
~ L: I ()( < x) 
nk=l --:k 

is the empirical d. f. and 11·11 denotes the supremum norm, we show that 

P (1/ F ( ) - FII > s) + 0 for any s > 0 as well as we obtain the 
u Vu 

corresponding expected convergence of the empirical process to a certain 

Gaussian process. Another mainresult is an approximation of 
1 

(u-~[S[tV(U)] - tu])O ~ t ~ 1 by Brownian bridge. These results are 

stated and shown in Section 3, while some preliminaries (most of which are 

well known) are collected in Section 2. Section 4 then deals with risk 

reserve processes. The results and proofs mainly parallel those for 
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random walks. However, as a byproduct we obtain a reasonably simple 

derivation of some approximations for the probabilities ~(t,u) of ruin, 

proved in their greatest generality by von Bahr (1974) (however, Seal (1969) 

Ch.4 should I be consulted for more complete references to earlier 

work; see in particular pg.l04 and pg.111-116). 

For the GI/G/l queue treated in Secti0ns 5-7, the conEli tion-ing 

upon {v(u) < oo} lacks intuitive appeal. Instead, conditioning the 

random walk upon hitting (u,oo) before (-00,0] yields the behaviour 

within the busy cycle, as studied in Section 5, and which by means of 

the regenerative structure of the process then in Sections 6-7 is con-

verted into other types of limit statements. In Section 6, we obtain 

approximations for quantities like p(WN > u) and P(V(T) > u) , with 

VeT) the virtual waiting time at time T E. g. with IP the standard normal d. f . 

YR.... ( N-u/~ ) I lim s up led WN > u) - C IP (2 3 1 = 0 , 
u7m O~N~oo cr u/~ )~ 

a relation similar in form to the ruin probability formulae referred to 

above. In Section 7 then a conditioned limit theorem for the steady 

state is given, describing the past prior to a large value and comple-

menting individual limit results of a similar type treated in Asmussen 

(1980). Section 8 gives the results for (""XV(u)_l'XV(U)) referred 

to above. Finally in Section 9 we take the opportunity to make some 

remarks on the relation between the queueing and actuarial literature. 

Conditioned limit theorems for random walks in more or less related 

settings have received considerable attention, see e.g. the survey paper 

by Iglehart (1975) and for later contributions Kaigh (1976), Kao (1978) 

andDurret (1980). Iglehart propagates the point of view that such pro-

blems "open up the door to ... an enormous array of interes ting problems 11 , 

but probably the practical worker in the field of insurance or operations 
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research would regard most results of the present paper as curiosities. 

Nevertheless, some of the approximations referred to above are not 

entirely academic and might motivate the study of the mathematics of 

the area. For other applications of weak convergence to risk theory, 

see Iglehart (1969) and Grandell (1977, 1978). Related fields of 

applications, which will not be pursued here, are transient renewal 

processes and dam and storage models. 
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2. Preliminaries for the random walk setting. 

We first introduce some notation. Let Fn = O(Xl, ... ,Xn ) 

and Gu = FV(u) , with the usual definition of a stopping time 0-

algebra. Also define B(u) = S ( -u as the overshot of u 
V u) 

[in such 

statements, the qualifier flon {v(u) < oo}1f is frequently omitted. 

Note that v(u) < 00 a.s.w.r.t. p] . Weak con-

vergence is denoted by -> Thus if C C are random elements of su's 

a metric space 
~ d 
I , ~u =>~ or 

d 
~ ~~ means that for any 
u 

(the bounded continuous functions on T), it holds that Ef(~) -+ Ef( ~) , 

d 
resp. E f(~ ) -+ Ef(~) , as u -+ 00 Similar conventions are used for => 

u u 

and convergence in probability, and Apart from Euclidean 

spaces, the main examples of T are the function spaces 

D[a,b] , n[o,oo) , D(_OO,OO) discussed in Billingsley (1968), Stone (1963), 

Whitt (1970) and Lindvall (1973). The sample paths of the processes 

considered are always ass~~ed to be in D . A basic fact used at a 

number of occasions is that uniform convergence on compact sets always 

entails D-convergence. 

We first give some basic, though elementary, formulae connecting 

P, P, P 
u 

Cf. Iglehart (1972) pg.629-630 and von Bahr (1974) pg.193. 

Lemma 2.1 For any Boret measurabte function g of n variabtes such 

that the expectations exist~ 

(2.1) ~ (X X) ~ -ySn (X v) ~ (X X ) J:l.;g 1 ' ... , n =.I:!;e g 1 ' ... , -"-n ,.I:!;g 1'···' n -'Cl ySn (X X ) = ~e g 1'···' n . 

00 00 

Proof Eg(Xl,···,X) = J ... Jg(xl,···,x )dF(xl)···dF(x ) = 
n -00 -00 n n 

00 00 

J J ( ) -y(xl+···+xn) ""() -() = . .. g xl' ... 'x e d1 Xl ... dF X 
_00 _00 n n 

Lemma 2.2 For any events G E G 
u u 

(2.2) 

- -yS ( ) 0 Ee ng Xl'·· .Xn . 
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u u 

7 

Proof (2.3) is a consequence of (2.2). The definitions of F and 
n 

G imply the existence of n-dimensional Borel sets 
u H 

u,n 
such that 

Gu ('I {v(u) = n} = {(Xl,· .. ,Xn ) EHu,n} 

{v(u) = n} so that by (2.1) 

But S = u + B(u) on 
n 

00 
p( G VCu) < 00) = -LP( (Xl· , ... ,X ) E:a: ) = 

u' n=l n n, u 

E Ee-YSnr((Xl, ... ,x ) EH ) = 
n=l n n,u 

Let H,H be the d.f. of the ascending ladder height w.r.t. P ,resp. P 

and h,h the corresponding means. Then 

d 
Lemrna 2.;) B ( u) => B ( 00 ) , where 

~ 
P(B(oo) <~) = ?=-J(l-H(t»dt 

no 

cf. Feller (1971) pg.371. In particular, combining vlith (2.2) yields 

the two first identities in the expression 

(2.4) 

1 00 1 
= -= exp[- L ={p(S > 0) + p(S ::: o)} J 

YlJ n=ln n n 

for the constant C in (1.1). For the third equality, perform an 

integration by parts and note that ill1(x) = eyxdH(x) [Feller derives 

this fact from a set of integral equations, but it is in fact an easy 

consequence of Lemma 2.2 with u = OJ. Finally the last expression 

follol-l-s from v/aId IS identity and Feller (1971) equations (2.5) and 

(7.16). Cf. also Lemma 1 of Iglehart (1972) and the following discussion, 

and Chung (1974) ch.8. 

Lemma 2.4 If Y ~s G -measurable and Y ~ 0 
u u u 

P 
then Y -P 0 as 

u 

wel l. 

Proof From (2.3) and (2.4), 
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Lemma 2.5 (i) v(u)/u ~ ~-l (ii) EV(u)/u + ~-l 
.. . Pu --1 

(~~~) V(u)/u + ~ . 

Proof Part (i), even with convergence P - a.s., follows from the 

law of large numbers and s ( ) 1 :::: u < S ( ). . V u - vu 
The proof of (ii) is 

the same as for the elementary renewal theorem, e.g. Karlin and Taylor 

(1975) pg.188-189. Finally (iii) is a consequence of (i) and Lemma 

2.4. 0 
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3. Conditioned limit theorems for random walks 

We let throughout S = (s(t))O ~ t ~ 1 be standard Brownian 

motion in D[O,l] and 

the Brownian bridge derived from S Also define 

so that S is a Gaussian random element of D(_oo,oo) with Es(t) = 0 , 

Cov(s(s),s(t)) = F(s)(l-F(t)) s ~ t 

empirical d.f. 

Theorem 3.1 

F from Section 1. 
n 

Recall the definition of the 

Part (i) follows immediately from Lemma 2.4 and the Glivenko-Cantelli 

theorem, implying IIF - FII -+ 0 P - a.s. and hence Ii Fv (u) -FII -+ 0 
n 

IIFv(u) - FII 
is 
.:+- 0 The proof of (ii ) is slightly more involved. The 

idea is the one obvious from (2.3), to convert standard results from 

the i.i.d. P-setting into statements dealing with random indexing by 

P 

v( u) and establish asymptotic independence of B(u) f'ri th an applic-

ation in Section 5 in mind, the first of these steps is carried out in 

a slightly more general setting than needed at present in the following 

lemma. Define T : JRn -+ D(_oo,OO) by 
n 

T (xl"" ,x ) n n 

and let S = T (Xl, ... ,X) be the empirical process. n n n 

d 
Lemma 3.1 sv( u) =? S (mixing) . 

Proof By Th.16.4 of BillingsleY(1968) , adapted to D(_oo 00) s ~ s . , 'n 

- a. s. , 
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Since ( jS --1 ( 6) V u)/u + ~ ,it follows from Pyke 19 8 that 

and Pyke also proves that {sn} satisfies Anscombe's (1952) condition 

(cf. also Aldous (1978) Prop.l). Thus the lemma follows from Th.8 of 

Csorgo and Fischler (1973) and the mixing property of {S } , which 
n 

ought to be well-known, but can easily be established by means of 

Th.5 of Eagleson (1976): 

P-trivial and that 

Note that the tail a-field of the X is 
n 

so that for any metric d defining the topology on D(_OO,OO) 

Define 

Proof Define h(x) = Eg(B(x)) so that h(x) + h(oo) = Eg(B(OO)) as 

x + 00 and 

Hence if K , Xo are chosen such that P(B(u) > K) < E for all u, 

/h(x) - h(oo)J < E x2xO ' then the probability of the r.h.s. to deviate 

more than E from h(oo) is at most for 

Proof of Theorem 3.1 (ii) We first show that (sv(u) ,B(u)) ~ (s,B) , 

where B is independent of s and distributed as B(oo) in Lemma 2.3. 

By Lemma 2.5 (ii) 
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~ 
U 1 

E [ v ( u) - V ( U I )] = J EV ( u ~ b ) P ( B ( U I ) E 
o 

and using Tay10r's formula it follows as In (3.1) that 

k k k k 
// Sv (u) - Sv ( u' ) /1 ::: 0 (V (u) 2 - V ( u' ) 2) + 0 (V (~) [ V ( u) - 2 - V ( u ' ) - 2]) + 

k P 
O(V(U)-2)[V(U) -v(u!)]) -+ 0 

so that it suffices to show (sV(u,),B) ~ (s,B) But let 

Then by· Lemma 3.1 and 3.2 

Ef(SV(U,))Eg(B(oo)) -+ Ef(s)Eg(B(oo)) . 

d 
Finally SV(u) ~u s follows from (2.3) since for fE Cb(D(_oo,oo)) we 

have 

Ee-yBEf(S) 
-+ _ -yB = Ef(s) . 

Ee 
d 

Note that r ~ r is equivalent to (ii) in view of Lemma 2.5 (iii). 0 ?V ( u) ? 

We next turn to a conditioned analogue of Donsker's theorem, 

which for the present purposes it seems more natural to study in 

D[O,lJ than D[O,oo) (a similar remark applies to the first passage 

time process in Theorem 3.2 belovr). Thus we assume that 

and study the random element 

1 [nt] 
Sn = (n -~ 2: (X - il) ) 0 

-1<;: ::;; t ::;; 1 
k=l 

of D[O,lJ . As is well-known, s ios . 
n 

Proposi tion 3. 1 

-2 -o :s (5 = Var X < 00 

n 

Proof The argument is so close to the proof of Theorem 3.1 that we just 

carry out in detail the proof of 

w(y,o) = sup /y(s)-y(t) / . Then 
/ s-t /::;0 
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(3.2) 

( )~ 
s up I s ( ) ( t) - V u 1 Sv ( U) ( t V ( u' ) Iv ( U) ) I < 

O:s:t:S:l V u V( u' )"2 

, 

( V ( U) "21/ _ 1) 11 Sv ( u) 11 + w ( Sv ( u) 1 V ( u' ) ) 
V ( u ' r2 ' - V ( u) 

To complete the proof, note that SV( u) l as, the distribution of S 

being concentrated on the subset C of continuous functions and the 

continuity of 11· I1 and w(· ,0) on C together imply P-tightness 

of 11 SV( u) 11 as well as 

lim lim p(w(s ( ),0) > E) = 0 . 
9+0 u-7<X> V u 

Combine with v(u)lv(u') ~ 1 D 

The following corollary is not much more than a reformulation 

of Proposition 3.1, but might be somewhat more intuitively appealing. 

Corollary 3.2 
s -tu - d 

[tv(u)] , v(tu)-tu/]1) )~(o,) 
(( 2 ] )O<t<l ' (2 -3 k O<t<l s,-s 

(0U/~)"2 -- (OU/]1)2 ~-

Note in particular the asymptotic normality of v( u) , cf. e. g. 

von Bahr (1974) pg.203-204 and Nagaev (1973). 

Proof Denote the random element of D[O,l] x D[O,l] under investigation 

by and let o --1 
nu = a SV(u) Then by standard weak convergence 

arguments (e.g. Billingsley (1968) Th.4.1, somewhat adapted) it suffices 

to prove 
o 2 du Old 0 

(nu,n) ='9 (s,-s) and (nn,nn) ~ (s,s) . For the first assertion, 

a number of criteria can be found in the literature, e.g. Billingsley 

(1968) Th.17.3, Iglehart and Whitt (1971), Whitt (1971) andVerwaa,t (1972). 

In order to apply the last reference, we must extend from D[O,l] to 

D[O ,00) • ( -2 )-2 ~ To this end, define b = a /v(u ]1) , 
u 
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1 
[V(u)tJ 

L: ~ t < 1 
V(u)p -

k=l 

H (t) = 
u V(u) 

1 ( L: Xk + (t-l)V(u)~) t > 1 , 
V(u)i} k=l 

Ht(t) = sup H (s) Ht-l(t) = inf{s:Ht(s) > t} 
u O.:ss.:st u u u 

I(t) = t 1 (t) = tv(u)~ ° < t < 00 ~(t ) = ~(l) , u u , 

Then Proposition 3.1 implies that 
du 

(H - I) /b =? ~ u U 
in D[O,OO) 

t > 1 

and 

applying first Theorem 2 and next Theorem 1 of Verwaat (1972) we get 

H - I 
( u 

b 
u 

Ht - 1 du H - 1 
u b ) =? (~,~) , (-----'-ub--

u u 
b 

u 

[in fact, Verwaat considers only the marginals but his proof is easily 

seen to apply to the joint distributions as well. Cf. his Lemmata 1 and 

-lPu 
2 and also Ig1ehart and Whitt (1971) Th.1J. Hence since 1 + 1 in the 

u 

sense of uniform convergence on compact sets, 

H - 1 
( u 

b 
u 

t-l -1 I-I d H 01 -
-=:u_---'u::...--_---"'u'-) ~ 

b 
u 

in D[O,oo) . Since ~ is continuous at 1, the restrictions to [O,lJ 

converge also in D[O,lJ . ~ (-2/ -)~ d But in view of b = 0 u~ an 
u 

v(l (t)u) 
Ht-l(t) = v(tv(u)~) = _-=u~,-

u v(u) v(u) 

this amounts exactly to 

But since 

1 d 0 

n ) ~ (~,~) ,note that 
u 

( ~v ~ u) ) ~n~ ( t ) 

° du 
~=?~EC 

= S[ tv(u)J - tv(u)~ 
(iu/~)~ 

P 
and v( u) /u .+u l/~ , it follows that 
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R 
II(n~(t) - tn!(l) - n~(t))O S t < lr-}l 0 and since 

o O. 2 du 
(nu' (nu(t) + tnu(l) )O'::;t'::;l) =? (l;,~) 

from above, the proof is complete. 0 

o 
It is of some interest to note that l; and l;(l) are 

inaependent. Thisrnight be rephrased to tlie- statement that loosely 

the fluctuations of (S ) 
n OSnSv(u) are independent of v(u) Similar 

remarks apply to results in the following. 
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4. Risk reserve processes 

Throughout we let R(O) = u, so that the conditioning event 

{V(u) < oo} is the event of ruin and we let be the time 

to ruin. We recall the notational convention of Section 1, according 

to which e.g. 

Let 

S 
n 

,,(0) ,..(1) ,,(2) 
s ,<; ,s 

independent and 

(1) (2)-2 = ~ - c~, cr etc. 

be standard Brownian motions with 

below. We let The two-dimensional empirical d.f. 

is defined by 

=! ~ I(x(l) ~ tl ' x(2) < t ) 
n k=l -K -K 2 

and denotes the d.f. of 

Repetitions or minor extensions of arguments from Sections 2-3 

produce the following analogues of Theorem 3.1 and Proposition 3.1. 

-(1) F( 2) 11 

P 
Theorem 4.1 (i) 

11 Hv ( u) - F «I -+u ° 
(ii ) ((;(1) 

v(u) 
1:;2 ) ~ (1:;(1) 
v(u) 

1:;(2)) -z-n D(_OO,oo) x D(_oo,oo) 

Proposition 4.1 (E;(l) 
v(u) 

E;( 2) ) 
v(u) 

~ ((j(1)E;(1) (j(2)E;(2)) in 

D[O,l] x D[O,l] . 

Thus Theorem 4.1 states that if ruin occurs with a large initial risk 

reserve u, the waiting times between claims may be modelled as 

governed by -(2) 
F rather than 

case where the claims arrive 

For the most widely studied 

. 
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according to a Poisson process with intensity a, this corresponds 

to arrival intensity a + cy. Similarly, the claim sizes may be modelled 

as governed by F(l) rather than F(l) . Note that always 

and in the sense of stochastic ordering. It would 

of course, have been more natural to formulate (ii) in terms of 

( - ~ -(1) -(2) 
u/]l) (liv( u) - F ® F ), but in view of the conceptual difficulties 

in the study of multivariate empirical processes (e.g. Dudley (1978) 

and the references therein) we shall not insist on that. 

We next proceed to derive some consequences of Proposition 4.1 

which seem more appealing from the point of view of risk theory than 

the proposition itself. Define 

-(2) 
P -2 

K 

2 2 
--3{-(1) -(2) ( 4.1) A = =]1 ]1 0-

]1 

1 ~ - (0) Corollary" 4.1 (i) u->2{8(u) - ~u} => Ki; 

(4.2) lim sup !eyuljJ(t,u) 
U -+<xl 0.$ t.$oo 

Proof. Since SV(u) = U + B(u) , we have 

-~ U {8(u) - Xu} -~{ (2) 
= U SV(u) 

(ii ) 

CtIJ(t-X;<) I 
K~ 

= 0 

using Lemma 2.3 and 2.4. 

note that ljJ(t,u) = p(v(u) < 00 , 8(u) £ t) so that 

For (ii), 

SUp j e yu ljJ ( t , u) 
O.$t.$oo 

CP (8(u) 
U 

< t)! = sup eyuljJ(t,u)jl _ C ! ~ 0 
- -yB(u) O£t£oo Ee 

in view of and - -yB(u) Ee ~ C . 
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(4.2) follows from (i) by noting that weak convergence to a continuous 

limit implies uniform convergence of the d.f. 0 

In the present generality, (4.2) was proved by von Bahr (1974). 

See Seal (1969) for references to earlier work on Poisson arrival of 

claims. For (4.2) alone, the present proof can be reduced to a reasonably 

simple argument. E.g., the asymptotic normality of 
(2) -

Sv( u) - ASv ( u) 

w.r.t. P follows from Lemma 2.5 (i) and Anscombe's (1952) theorem. 

We next turn to the risk reserve process (R(t))t~O and the 

first passage times 

8(v) = inf{t;:::O: R(t) <R(O) -v} = inf{S(2) : S > v} = 
n n 

Corollary 4.2 (( R(t8(u)) - (l-t)u) 
Yz O~t~l ' 

u 

P .£' L t f . t H ( t ) S ( 2 ) /" ( ) - ( 2 ) b ( " ( u) ].1- ( 2 ) 2 ) -!-z rooJ. e lrs u = [tv(u)] v u ].1 'u = v 

J (t) = tv(u)~(2) /8(u) . Then (H I)/b ~ 0(2)~(2) 
u u u ' 

and in a similar manner as in the proof of Corollary 3.1 we may deduce that 

d -1 
~ --Yz-(2)-(2) (2) 

-].1].1 0 ~ (4.3) 

Clearly, the convergences in Proposition 4.1, Corollary 4.1 (i) and (4.3) 

hold simultaneously. 

We now approximate R(t) by the value after the next claim. 

Define Then 



u-~ sup Ih(t8(u))1 
O:::t:::l 
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P 
u 

+ 0 

-~ ( i) 1 P ( i) 2 ) using max n IXk + 0 (as follows from EXk < 00 and 
k=l, ... ,n 
P 

v(u)/u +u ~-l Thus, denoting the random processes under study by 

(nl,n2) and letting I (t) = v(2)(t8(u))/v(u) , we may conclude that 
u u u 

. . 1- k;..... . ( 2 ) . ~ 
n (t) = u- 2 [h(t8(u)) + R(S (2) ) - (l-t)u] = 

u V (t8(u)) 

1 

_u-Yz[S (2) -tu] = 
V (t8( u) ) 

in the sense of convergence not only for t fixed but in D[O,l] , 
1 d __ o( 0) Pu 

n =;>u K/A~ . Here we have used 11 I - III + 0 , as follows easily 
u u 

from P-a.s. properties of .)2)(t),V(u),8(u) , and Corollary 4.1 (i) and 

(4.3). 

The rest of the proof is now easy. life have 

_nl(t) = U~(H (t) -t) with H (t) = u-l [u-R(t8(u))] and noting that 
u u u 

Ht-l(t) = 8(tu)/8(u) , it follows as in the proof of Corollary 3.1 that 
u 

( 1 (8(tu)/8(u) - t) ) ~ ( __ K~(O) , __ K~(O)) , 
nu ' u -~ O:::t:::l A SAS 

8(tu\-tuX = 8(tu) ~t8(u) +t8(U)1-UX ~ 
;2 ~ ~ 

u u u 

K~(O)(t) +tK~(O)(l) = K~(O)(t) 

in the sense of D-convergence simultaneously with 
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5. Conditioned limit theorems for the GI/G/l Queue within a busy cycle. 

The notation introduced in Section 4 is used without change. 

o :::;; n < n Clearly, the 

Recall that W = S 
n n 

waiting time of one of the 

customers O,l, ... ,~-l exceeds u if and only if v(u) < ~ 

+ and we let P (0) = p(o/v(u) <~) 
u 

Our first result is the analogue 

of Theorem 4.1. 

u 
Theorem 5.1 ( ) I - F-(l) JQ\ F-(2)/1 i IHV(u) <:J -+ 0 

In the proof, we need several variants of the material of Section 2, e.g. 

P+G = Ee-YB(U)I(~] ,v(u) < n) 

u u Ee-yB(u)I(V(U) <~) 

which follows from (2.2) by noting that 

Lemma 5.1 

~: B+ (ii) B(u) -7 

(iii) E+B(u) -+ EB+ 
u 

-

G E G 
u u 

G 11 {v(u) < n}EG ,as well as 
u - u 

Note that P(~ = 00) > 0 because of ]J > 0 . More precisely, 

00 
= ~/h = exp{- I ~P(S :::;; O)} 

n=ln n 
cf. (2.4) and the following discussion. 

Proof. For (i), note that {v(u) <~} + {~= oo} so that 

P(v(u') < ~ ~ v(u» -+ 0 

EI(V(u ' ) <~) 

!.r 
(u I = U _ U 4) Hence by Lemma 3.2, 

The proofs of (ii), (iii) are contained in the proof of Theorem 5.1. 0 
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Proof of Theorem 5,1. Part (i) is an immediate consequence of (5.1) 

with G = {IIH ( ) - F(l) ® F(2)/1 > d and PG -+ 0 With a later 
u V u u 

application in mind, we prove (ii) in the form 

+ 
;;;(2) ,B(u)) ~ (;;;(1) 
v(u) 

with B independent of (;;;(1) ,;;;(2)) and distributed as in Lemma 

5.1 (ii), Note first that it follows as in the proofs of Lemma 3.1 

and Theorem 3.1 that 

mixing) , 

(i) (i) P ~ 
11 T ( ) -;;; ( ) 11 -+ 0 i = 1,2 ( u' = u - U 4) 

"'V U V u' 

using Lemma 3.2 for the third equality and the mixing property for the 

fourth. This proves Theorem 5.1 as well as Lemma 5.1 (ii). For (iii), 

take 

still valid in view of gEe 
b 

Similar arguing produces 

= x and note that the argument is 

D 
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Theorem 5.2 

W[ tv(u) r tu 
(( -2 - k )O<t<l' 

(er U/ll) 2 - -

This is the analogue of Corollary 3.1. The analogue of Corollary 4.2 

describes the virtual waiting time V(t) Note that in view of the 

connection between the {X(i)} {R(t)} and {V(t)} the sign changes 
n ' 

and that now 8(v) = inf{t : V(t) > v} = s~~~) 

Theorem 5.3 

( (V(t8(u) )-tu) 
~ O':::t':::l 

u 

Remark 5.1 In just the same manner as in (5.3), one can prove that 

the convergence in Theorems 5.2, 5.3 hold simultaneously with 
d+ 

u + + B(u) ~ B and with the limits independent of B . 

Note that the study of the P-distribution of {s } 
n 

on {g 

already been touched upon in Iglehart (1974). 

oo} has 
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6. Waiting time approximations 

We shall now apply the preceding analysis to a somewhat more 

practical ~uestion, viz. to establish 

Theorem 6.1 

Theorem-6.2 

where 

lim su.p le Y~(WN > u) - C~( N-u/~ 1) I = 0 
( cr-2u/J.l-3 ) ~ U~ O:S;N:S;oo 

Suppose that F t2 ) 1.,.S- non-Zattice. Then-

lim sup leY~(V(T) > u) - Cl~(=~~U)1 = 0 , 
u~ O:S;T:S;oo KU 

and X -2 
K are defined by 

Here Theorem 6.1 follows immediately. In fact, 

p(WN > u) = p( max S > u) = P(v(u) ~ N) 
O.:Sn.:SN n 

(4.1) . 

and one can apply the asymptotic normality of v(u) , cf. Corollary 

3.1, in the same way as in the proof of (4.2). Also some particular 

cases of Theorem 6.2 are immediate. In the M/G/l case, note that 

C = Cl ' that the virtual waiting time d.f. is connected to the ruin 

probabilities by means of P(V(T) > u) = ~(T,u) , cf. Seal (1972), and 

apply (4.2). In the e~uilibrium GI/G/l case T = 00 use the well-

known connection between the d.f. of the actual and virtual waiting 

time, Cohen (1969) pg. 297, to write 

(6.1) p(V(oo) > u) = (i) {!(l-F(l)(t)dt + fp(Woo > u - t)(l-F(l)(t))dt = 
J.l u 0 

00 

e-yuC/J.l(2) !eyt(l_F(l)(t»)dt = e-yucl 
o 

The case T ~ 00 seems substantially more technical. Let U be the 

renewal measure associated with the d.f. of the busy cycle c Then 

(Cohen (1976) Ch.I) 
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T 
(6.2) P(V(T) > u) = Jp(V(T - y) > u , T - Y < c) dU(y) . 

o 

The probability under the integral sign is now evaluated by con-

ditioning upon G . Introduce the auxiliary process 
u 

( 2) 
V (t)-l (1) 

A(t) = A(O) - t + I . Xk 
k=l 

and define 

<J -iilfA(s»-ul A(Ot=h} -~ 
O:Ss:St 

00 

~(t) = lim ku b(t) = P(A(t) > OIA(O) = b) , ~ = El_c OJ~(t)dt 
U-><Xl ' 

K*(b,t) = P(B(u) S b , 8(u) S t , V(u) <~) , 
u 

Then, by Theorem 5.3, Remark 5.1 and Lemma 5.1 (iii) it holds that 

(6.3) Y + + e ~ (b,t) + K(b,t) = C P(B ~ b)~(t) , 
u 

(6.4) 

and we have 

rot 
p(V(t) > u , t <~) = JJk b(t-S)dK*(b,s) , 

00 u, u 

ooTT-y 
P(V(T) > u) = JJJ k b(T-y-S)dK*(b,s)dU(y) = 

000 u, u 
ooT 
JJU*k b(T-s)dK*(b,s) = 
00 u, u 

T-Xu 
00 K~ 1 

J J U*k (T - Xu - KuYzs)dK (b,s) o _00 u,b u 

Lemma 6.1 There exists constants cl ,c2 < 00 such that for all 

t U*k (t): cl + c2b u,b 

Proof Let 0 < S < Yl < y. Then F(1)(Yl )F(2)(-yl ) < 1 so that 

for s small enough F(1)(Yl )F(2)(s - Yl ) < 1 . 
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Y A(t) 
Define Z (t) = e EtE (e 1 I A( 0) = 0) . Then 

-Y t ) too Y (y --y ) -d t-y ) ( ) 
Z(t) =eEt{e 1 (1_F(2 (t)) + JJe 1 1 2 e· 2 Z(t-y )dF l)(y )dF(2 (y )} = 

00 2 1 2 

-(y -E)t () t (E-Y)y () ( ) 
e 1 (l-F 2 (t)) + f Z(t-Y2)e 1 2dF 2 (Y2)/F 1 (Yl ) 

o 

aDd reference to transient_ renewal equations yields Z( t) -+- 0 , in 
Y A(t) 

particular E(e 1 IA(O) = 0) S c3e-Et 

Thus 

(6.6) 
Y A(t) 

ku,b(t) ;;; ~(t) ;;; I(t;;; y1b/E) + E(e 1 IA(O) = b)I(t>ylb/E:) < 

-E( t-y 1 b/E) 
I(t < Ylb/E) + c3e I(t > Ylb/E) . 

The lemma follows from U(x + 1) - U(x) being bounded in x and 

arguments similar to those employed by Feller (1971) in the proof of 

the key renewal theorem. 0 

Lemma 6.2 lim suP:\)U-,.ku b (t) - ~ I = 0 uniformly ~n b on hounded 
u+oo t2:KU 4 , 

intervals. 

Proof. By (6.6), ~ is dominated by a directly Riemann integrable 

function and is thus itself d.R.i. in view of its continuity a.e. as 

follows from A having D-paths, cf. Miller (1972). Since non-

lattice implies c non-lattice, it follows from the key renewal theorem 

that U-lfk b ( t) -+- k u, u,b as t-+-oo with u fixed. The 

etc. are non-decreasing in u,b and right-continuous in b with left-

hand limits ku b_O(t) '~-O etc. Similar considerations as above , 
yield U*ku b_O(t) -+- ku b-O and it follows that given E > 0 and , , 
o ;;; B < 00 , we can choose first 0 = b(O) < b(l) < ... < b(n) = Band 

next v, to such that 
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~(i)-O - ~(i-l) < s , ~(i) - KV,b(i) < s 

for i = l, ... ,n and t ~ to . Hence if b(i-l) ~ b < b(i) and 

- !,-
u ~ v , t ~ KU 4 2: to 

and the uniformity on [O,B) follows. 0 

Proof of Theorem 6.2 

1 

U*k b(T-XU-KU"2s )dK (b,s) 
u, U 

T-Xu -!t; 
-l--U 
- "2 

00 Ku 
= e Yu J J 

o 

0i = lim SUPT!qi. (T'U)-~+l (T,u) I 
u-+oo 

It follows from (6.3), (6.4) and 

Billingsley (1968) pg.31-33 that the measures are 

bounded and converge weakly to the bounded measure bdK(b,t) 

Invoking the continuity of the limit and Lemma 6.1 we may conclude 

that 

00 x °1 ~ lim sup J J 1(cl +c2b)eyudK (b,s) = 0 
u-+oo _oo<x<oo 0 x _ u- '4 u 
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and similarly 03 = 0 since ~ = lim U*~(t) ~ cl + c2b . 
t-+co 

Also 04 = 0 is an immediate consequence. 

Finally 
00 00 

02 ~ lim eYu J J sup IU*k b(t) - k IdK (b,s) = 0 , 
-1 U -0 U u-+co 0 _00 t::::KU~ , 

using tightness and Lemma 6.2. Thus the theorem is proved except that 

we need to show that Presumably this could be verified 

directly, but it seems easier just to invoke the validity of the 

argument for T = 00 and (6.1). 0 

In view of models like DIG/I, the case of a lattice F(2) 

is not entirely without interest. An argument just along the above 

lines works, only one has to apply the lattice version of the key 

renewal theorem. 
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7. Conditioned limit theorems for the GI/G/l queue in the steady state. 

We shall only consider the discrete time case and the actual 

waiting time. As is well-known (e.g. Miller (1972) and Breiman (1968) 

Prop.6.5), the steady state can be represented as a strictly stationary 

process {W } with doubly infinite time scale and governing n _oo<n<oo 
e 

probability measure say P . Our object of study is 

Assume that the busy cycle comprising N = 0 started at time 

-m = sup{n ::;; 0 

Corollary" ?1 

W = O} and define 
n 

(i) ~~ _ j(l) a j(2)~ 

de 

Then: 

pe 
-p 0 

(ii ) (1;;(1) , 1;;(2)) ,,~ (1;;(1) I;; (2) ) in D(_OO,oo) x D(_oo,oo) 

W ( -tu m-u/~ 
de 

(( [t-l)m) ) u 0 

Corollary" ?2 , ;- 3 1) 9 (I; ,-1;(1) ) , 
-2 r /'5. O<t<l (0 u/~ (2 (a u ]J - -

Again, the two proofs follows just the same lines so we only give the 

(more difficult) 

Proof of Corollary" ?2 Denote the random quantity under investigation 

W -tu 
n (t) = [nt] 1 , Y 
u,n (a2u/~)'2 u,n 

n-l 
Eef(n )g(Y )I(WO > u) = El E-2: f(n )g(y )I(W > u) 

u u n n=O u,n u,n n 

by means of a standard formula for regenerative processes. Appealing 

. 
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to Theorem 5.2 and Remark 5.1 we have 

(nu,v(u) , Yu,v(u) , B(u)) 

d+ 
U 0 + 

=? (l; , -l;(l) , B ) 

with B+ independent of l; and distributed as in (5.3). 

- The idea. in the investigation-of (7.1) is loosely that only terms withn-closeto 

v(u) matter. Here (n Y) is close to 
un ' , u,n 

so that (7.1) should be approximately 

+ 
C2P(v(u) < n)E f(n ())g(Y ())-- u u,V u u,V u 

Taking f = 1 , g = 1 and combining with (1.1) yields the identification 

C = C3 and Corollary 7.2. We now proceed to fill in the details, which 

involve steps similar as when studying (6.2). Define now 

k b(n) = p(S + b > 0, inf Sk > -u-b) , 
u, n O~k~n 

~. ( n) = lim k b ( n) = P ( S + b > 0) , 
u~ U, n 

K*(b,n) = P(B(u) ~ b , v(u) ~ n <~) , 
u 

K ( / - (-2 -3)~) b,n) = K*(b,u ~ + 0 u/~ n . 
u u 

n-l 
eY~ -L I(W > u) = 

n=v(u)+N n 

00 00 00 

J J Yu ~ 
L k b(n-t)e dK (b,t) < 

o 0 n=V(u)+N u, u 
00 00 00 00 00 00 

J J L kb(n)eyuaKu(b,t) -+- J J L kb(n)dK(b,t) 
OOn~ OOn~ 

Then 

< 00 , 

using arguments similar to those of Section 6 to show the existence and 

finiteness of the limit. 
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It will now be convenient to restrict attention to functions 

In fact, 

for all f,g satisfying (7.5), cf. the discussion in Aldous (1978) and 

the fact that d(n1 ,n2):s Iln1-n2 11 for the metric d on D considered 

by Billingsley (1968). Subject to (7.5), we have for any fixed n 

IE{f(n () )g(y () )-f(n (\)g(y ())h(w () >u, V(u)+n<n)l::: ! U. V u +n u, V u +n u, V liV" U, V u V u +n -

EI(V(u) < n)ly () -y ()I/\l ~ P(V(u) < n) n 1 = o(e-Yu ) 
- u,V u +n u,V u (a2u/~3)~ 

The inspection of the first term in (7.6) requires more care. Let first 

o :s t :s v(u)/(v(u) + n) . Then (v(u) + n)t = v(u)s with 

o :s s :s 1 , Is-tl :s n/V(u) , and defining the modulus of continuity w 

as in Section 3, we have 

( 8) I (t) (t)l< Is-tlu ( 1 I) 7. nu v( u)+n -nu v( u) - -2 _ ~ + w nu v(u) , s-t 
, , (0" u/ fl) 2 , 

< nujv( u) ( n 
2 1 + w n V( ) , V(u)) . (a u/~)~ u, u 

Let next v(u)/(V(u) + n) < t ~ 1 and define 

m = 
n 

1 ( -2 - ~ 
max 1~(U)+l+ ... +XV(u)+k / 0" u/fl) . Then 

k=O, ... ,n 

In ,,( )+ (t) - n ,,( )(t) 1 u, v u n u, v u 

w ( )-tu 
< I Vu 1 -ll (t)l+m 2 

(-2 /-)~ u v(u) n 
0" u fl ' 

(l-t )u + ( ) < 
( -2 /_)~ w llu v(u) ,1-t + ~ 

0" u fl ' 
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nuNC u) + ( n 
.....:=..:~~1 wn ()' v(u)) +m 
(02u/~)~ u,v u n 

Combining (7.2), (7.8), (7.9) with the x ( ) k being i.i.d. with 
V u + + 

+ Pu 
P , we may conclude that 11 n ( - n ) 11 -+ d.f.F w.r.t. u u,V u)+n u,v(u 

El (V (u) < E) 11 n () + - n () 11 1\ 1 = u,V u n u,V u 

Hence in view of (7.6), (7.7), (7.10) 

Ef(n ()+ )g(Y ()+ )l(W > u,v(u) + n < g) = u,V u n u,V u n n 

Ef(n ())g(y ())l(W > u,v(u)+n < n) + o(e-Yu ) u,v u u,V u n -

and combining with (7.1) and (7.4) with N large, it follows that 

Eef(n )g(Y )l(Wo > u) = 
u u 

o , 

n-l 
ElnEl(V(u) < n)f(n ())g(y ()) -2: l(W > u) + o(e-Yu) = 

- u,V u u,V u n=v(u) n 

co co co 

C+/E~ Ef(~)g(-s(l)) J J 2: k b(n)dK*(b,m) + o(e-Yu) = 
o 0 n=O u, u 

co 

C+/En Ef(~)g(-s(l)) E 2: kB+(n)e-Yu + o(e-Yu) , 
n=O 

using arguments similar to the proof of Theorem 6.2 for the last step. 

Hence, since -yu - Ce , 

e 0 

E fen )g(Y ) -+ C4Ef(s)g(-s(1)) . u u u . 

Taking f = 1 , g = 1 shows that C4 = 1 and completes the proof. 0 

Individual limit theorems for the steady state are given in Asmussen (1980). 

It should be noted that at least in some cases the limits are simpler than 

for the first passage time situation considered in the next section. 
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8. Some individual limit theorems. 

For simplicity, we treat only the random walk setting. Our 

aim is to investigate the distribution of (""XV(U)_l' XV(U» w.r.t. 

and P 
u 

for u large. Note that strictly speaking we are dealing 
du 

with sequences of finite length v(u) : (""XV(U)_l ,XV(u» =?( ••• ,Y-l,YO) 

. JRL •. ,-l,O} 
In means that for any n < 00 and any g E CbORn+l ) 

(8.1) 

An alternative formalism is the standard device of introducing an 

extra point ~ and working with the random element (",,~,~,Xl""'Xv(u» 

of (JR U {~}){ ... ,-1,0} so that (8.1) asserts the existence of a limit 

{ ... ,-1,0} S·· th . t t concentrated on JR . lmllar remarks apply to e In erpre -

ation of many results and arguments in the following. 

From the point of view of the rest of the paper, the main result 

is the following: 

Theorem 8.1 There exists a random element ( ... ,Y-l,YO) of JR{'" ,-1,0} 

du 
(""XV(U)_l ' XV(U» =? ( ••• ,Y-l,YO) such that as u ~ 00 and the 

Y-n have the property that ( ... ,Y-n-l,Y-n ) =? (""Z_l'ZO) as n ~ 00 

with the Z 
-n 

i.i.d. with common d.f. F. 

(that the d.f. of Yk ' with k fixed and finite, cannot be F is a 

fact related to the waiting time paradox; e.g. for k = 0 we have 

< --
p(yO < 0) - lim P (X ( ) < 0) = 0 whereas 

u~ u Vu 
F(O-O) > 0) . However, we 

shall also be able to give a complete explicit description of the dis-

tribution of ( ... ,Y-l,YO) as well as related P-properties. 

In view of Lemma 2.2, the problem is equivalent to the study of 

the P-distribution of (BC u) , ... ,XV ( u)-l ' XV ( u» , to which we first 

address ourselves. 
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The idea is to decompose the sequence {Xv(u)_n} into blocks 

separated by the ladder epochs 0 = T(O) < T(l) < T(2) < Note that 

T(l) = v(O) and, more generally, that any v(u) can be written as 
00 

v( u) = T(m( u)) . We let T = UJRn be the space of finite sequences 
n=l 

x = (Xl' ... ,X ) , equipped with the topology as a disjoint union (so 
- n 

that in particular sequence length Ixl = l(xl,.·.,x)1 = n is a con-
- n 

tinuous function), and define X(n) = (XT(n)+l' ... 'XT(n+l)) 

Proposition 8.1 For any fixed k , 

where U(l), ... ,U(k) are i.i.d. with the corrunon P-distribution of the 

X(n) and independent of (B(OO),U(o)) , the distribution of which is in -
turn described by 

1 
ST(l) 

(8.2) Ef(B(OO) , U(O)) = E J f(ST(l)-U X( 0)) du 
EST(l) 0 

Note that has the d.f. of the ascending ladder height. Thus 

with f depending on B(oo) alone, (8.2) reduces to Lemma 2.3. 

define for i = O,l, ... ,k 

k 
Zi(lJ) = EI(m(u) >k,m(u) = i mOd(k+l))fo(B(u),~(m(u)\~lf,Q,C~~(m(u)-,Q,) 

Then, with the convention above for weak convergence of defect sequences, 

the assertion of the lemma is equivalent to 

(8.3) 

Now 

k 
Z(u) = ZO(u)+ ... +Zk(u) + EfO(B(oo),Q(O)) ,Q,~lEf,Q,(~(,Q,)) 

satisfies the renewal equation Z = z +H*(k+l)*Z 
000 

with 
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Hence applying the key renewal theorem and conditioning upon 

X(l), ... ,X(k) to compute the integral yields 
~ ~ 

00 

ZO(oo) = lim ZO(u) = h(kl+l) JZO(U)du = 
U-tco 0 

1 E 
h(k+l) 

1 
h(k+l) E 

Furthermore, for i = l, ... ,k 

u . 00 • 

Z.(u) = J Z (U_y)dli*l(y) + J Z (oo)dli*l(y) = ZO(oo) , 
lOO 0 0 

using dominated convergence, so that 

equivalent to (8.3). 0 

Z(u) + (k+l)Z (00) o 

Now define the continuous mapping 

T : TlN + (JR x {O ,I}) {. .. ,-I,O} 

{~( n) } n E]if = {( x~ n) ... ~ (~) )} n E]if I 

which is 

(2) (1) (1) (0) (0) (0) 
( ... , (~( 2) ,1 ) , ( xl ,0) , ... , (~( 1) ,1 ) , (xl ,0) , ... , (~( 0 ) -1 , 0 ) , (~ ( 0) ,1 ) ) 

with the obvious extension to defective sequences, say by adding an extra 

point ~ to T and JR x {O,l}) . Time points with mark 1 may be thought 

of as ladder epochs. 

the continuous mapping theorem yields 

Coro Uary 8. 1 
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and we shall show 

Proposition 8.2 As n -+ 00 , 

where the Z_k are i.i.d. with common d.f. F and independent of 

B(oo) . 

Proof. When time is read from n = 0 to n = _00 , the process 

{(Yn,i(n))}n ~ 0 is made up of independent cycles 0,1,2 ... separated 

by the k with i(k) = 1 , and with the property that cycles 1,2, ... 

are i.i.d. In fact, the 
th 

r cycle is simply U(r) marked at its 

end. Thus the distribution of cycle length for r ~ 1 is that of 

T(l) , which is non-periodic with finite mean, and hence we may conclude 

by time-reversion and standard results on regenerative processes that 

the backwards shift {(y k,i(n-k))} / for k -+ 00 converges weakly 
n- n ~ 0 

to a strictly stationary process {(Zn,j(n))}n ~ O. In view of the 

independence of the U(n) , n ~ 1 , of (B(oo) , U(O)) , it is not 

difficult to see that the limit is independent of B(oo) Now let 

t(n) = I(T(m) = n for some m). The process ({Xn,t(n)})n ~ 1 is 

regenerative and hence has a strictly stationary version {(Z~,j'(n))}_oo<n<oo 

which can be realized as the weak limit of the forwards shift 

as k -+ 00 and therefore is easily seen to 

have the property of the Z' 
n 

being i.i.d. with common d.f. F . 

But the process {( Z' ,j '(n) )} has the same regenerative properties 
n n ~ 0 

as {(Y,i(n))} / (except for the distribution of the first cycle) 
n n .;:, 0 

and in view of its stationarity therefore the same distribution as 

{(Z ,j(n))} < 0 n n _ Thus the Z_k are i.i.d. with common d.f. F. 0 

Proof of Theorem 8.1 It follows from (2.3) and Proposition 8.1 that 

du 
(X(m(u)-k), ... ,X(m(u)) 9 (U(k), ... ,U(l),U(O)) , 
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where the Q(k) (k > l) are i.i.d. with the P-distribution of X(n) 

and 

C . 

The rest of the proof is just the same as for Corollary 8.l and 

Proposition 8.2. 0 
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9. Bibliographical comments. 

As the present paper and its references once more illustrates, 

the problems and methods in queueing and risk theory bear a consider-

able resemblance. The simplest example is of course the coincidence 

of the ruin probability tjJ(u) and the tail P(W > u) of the waiting 
()() 

time d.f. in the steady state with the random walk quantity P(M > u) 

In the present paper, we have focused on approximations, but also bounds 

and inequalities have been extensively discussed, frequently without 

recognizing the interrelation between the areas. Thus the classical 

Lundberg's inequality tjJ(u) ~ e-Yu , extended by Sparre Andersen (1957) 

to the model considered here, is essentially the same as a queueing 

inequality by Kingman (1962), (1970), and extensions like those of 

Ross (1974) and Taylor (1976) apply equally well in both areas. Note 

that Lundberg's inequality follows immediately from Lemma 2.2 and 

- -yB( u) 
Ee ~ 1 (the same method works also under the condition Ee yXl ::;: 1 

which is slightly weaker than Condition 1.2). 

One of the purposes of the calculation of ruin probabilities is 

to assess the risk premium loading, viz. the excess of c over the 

critical value ~(l) /~(2) , cf. Seal (1969) Ch.5. With a large initial 

risk reserve u, this will be a small quantity so that from the point 

of view of queues we are in the heavy traffic situation. If 

are fixed, it follows from Kingman (1965) that as c + ~(l) /~(2) , it 

holds for any fixed t that 

2 . 2 
0(1 ) + ( ~ ( 1 ) 0 ( 2) / ~ ( 2) ) -2t 

tjJ( (2) (1) t) -+ e 
c~ - ~ 

This if also u is fixed and one wishes to determine c so as to 

make tjJ(u) equal to a given small value a, (9.1) suggest to compute 

c by means of 



(9.2) 

-2t 
e 

(1) 
c = _]J __ + 

(2 ) 
]J 
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i.e. 

Note that only the first two moments are involved, whereas y, c 

depend heavily on the whole tail of the Of course, further 

investigations (into which the author has not looked) are needed con-

cerning the relevance of (9.2) as well as to clarify the relation to 

classical methods in the actuarial literature. 

We finally remark, that the assumption c > 0 is not crucial 

for the above discussion and the results of Section 4. In fact, one 

may apply the method for reducing to random walks used by Thorin (1971) 

pg.30 and von Bahr (1974) in the case c < o. The constants become 

different. 
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