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ABSTP~CT. Based on the assumption that a sequence of distribu

tions can be approximated to a certain order of accuracy by an 

Edgeworth series, it is proved that such an expansion may be 

transformed by a sequence of smooth functions of the correspon

ding random vectors to yield another Edgeworth expansion of the 

resulting sequence of distributions. This expansion may be calcu

lated from the moments obtained by the delta method, i.e. the 

moments formally calculated from a Taylor series expansion omit

ting terms of low order. It is briefly sketched how this method 

may be used to obtain Edgeworth expansions of maximum likelihood 

estimators based on independent but not identically distributed 

random vectors. A simple example of this kind is given. 

Key words: delta method, Edgeworth expansion, smooth transform

ation. 
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1. Introduction. 

The aim of the present paper is to provide the tools for Edgeworth 

expansions of distributions of statistics in non-standard cases, 

in particular connected with independent, but not identically di-

stributed observations. The main result, presented in section 3, 

is a generalisation of a resent result by Bhattacharya & Ghosh 

(1978) concerning transformation of an Edgeworth expansion by a 

smooth function. The line of proof used to establish Theorem 3.2 

is the one used in the above mentioned paper. 

The usefulness of the theorem emerges from the following example. 

Let Pe be a distribution with density exp{ < e IX > - \j! (e)} with re

spect to some measure ].l on JRk, x, e E JRk, and let Xl' X2 ' • •• be 

m independent, X. distributed as Pe ' e. = a. (13), 13 E JR and 
1 .11 

k 1 A 

a. : ]Rm -+- JR linear. The maximum likelihood estimate 13 of 13 based 
1 n 

on Xl' ... ,Xn is given by the equation 

* 
n 

= L: 
i=l 

a. (x.) 
1 1 

* n * where a. is the adjoint of a., and T (13) = L: __ a. Eo{x.}. As a 
1 1 n '11 f-J 1 1= 

n * 
sum of independent random variables the distribution of L: a. (X.) 

. III 1= 

can often be expanded in an Edgeworth series. Thus, if we are 

-1 
able to transform such an expansion (by Tn ), we can obtain an 

expansion of the distribution of 13 • An example of this kind is 
n 

given in Section 6. In Skovgaard (1980) the results are applied 

in greater generality to obtain an expansion of the distribution 

of the maximum likelihood estimator. 
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Section 2 provides the notation used in the paper. In Section 3 

we present the main theorem, and a lemma, which, besides being 

used in the proof, may be used to verify the assumptions of the 

theorem. The content of the theorem, which generalizes Theorem 2 

in Bhattacharya & Ghosh (1978), is that a valid Edgeworth expan

sion may be transformed by a sequence of sufficiently smooth func-

tions to yield another valid Edgeworth expansion. This may be done 

by the so-called delta method, in which moments of a function of a 

random vector are formally calculated from a Taylor series expan

sion of the function. The conditions needed are essentially con

ditions on the derivatives of the functions. The proof and the 

calculation of the final expansion is much relieved by a theorem 

of Leonov & Shiryaev (1959) on the calculation of cumulants of 

polynomials of random vectors. This result is reviewed in the 

appendix. 

Section 4 contains proofs of the results in Section 3 and some 

lemmas, which may be of independent interest. In Section 5 we 

reformulate the classical results on Edgeworth expansions of den

sities in terms of cumulants and characteristic functions of the 

sequence of distributions to be expanded. This is done merely by 

going through the classical proofs and picking out the necessary 

assumptions. These assumptions are at an "earlier stage" than usu'

aI, in the sense that the classical results may be proved by very

fying the assumptions in the cases usually considered. However, 

the derived theorem may be used in other cases as well, e.g. de

pendent observations, or independent observations not satisfying 

the usual moment conditions. 
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2. Notation. 

To a large extent we shall follow.the notation used in Bhattacharya 

& Rao (1976). The major exception is that we replace partial deri-

vatives by differential forms. When x = (xl' ... ,xk ) and 

k 
y E (Yl" .. 'Yk)' x,y E IR , we define 

k 
<x,y>= L x.y. , 

i=l 1 1 

k Bk denotes the Borel system on m. . 

k 
Ilxll=<x,X>2 ( 2.1) 

( 2.2) 

Let f be a function of E into F, where E and Fare Euclidean vec-

s tor spaces. The class C (E,F) is the class of s times continuously 

differentiable functions. For f E CS (E ,F) we define DPf (x) : EP + F, 

the pIth differential of f taken at x, as the symmetric p-linear 

function satisfying 

d P 
= dhP f (x + ht) I 

h=O 

tEE, hEm. (2 .3) 

B (E,F) is the class of symmetric p-linear functions of EP into F, 
p 

and if A E Bp (E,F) we define 

Ilxll::l} (2.4) 

If A E B2 (E, IR ) we shall not distinguish betvleen this and the 

function (also denoted by A) A :E+E defined by < A(x),y >= 

A(x,y), x,y EEi thus A EHom (E,E), the class of linear functions 

* of E into E. If AEHom (E,F),A denotes its adjoint, i.e. <A(x),y>= 

* < x,A (y) >. lE denotes the identity map on E. 

Cumulants and moments are defined as multi-linear symmetric forms, 
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e.g. ].l , the pith moment of the random vector X E IRk, is given by 
p 

( 2. 5) 

where E{ ... } denotes expectation. By linearity we extend the defi-

nition of multivariate forms to allow for multiplication by com

plex numbers, e.g. if AEB (E,JR) and xEE, then A((ix)'P) = 
p 

Polynomials of E into F are mappings of the form 

xEE (2. 6) 

where AOEF, A. EB.(E,F), i=l, ... ,n. n is the degree of the 
1 1 

polynomial and the A's are the coefficients. 

The standard normal density on IRk is denoted ~ and ~ ~ is the ].l,w 

normal density with mean].l EIRk and variance z:: EB 2 (IRk , IR) 

The Cramer-Edgeworth polynomials P are as usual defined by the 
r 

formal identity 

00 

{ r r+2 } { X J' }) = exp z:: u X + 2 ( z ' ) / (r + 2) ! 
r=l r 

(2 .7) 

where (X.), j E IN are the cumulants of a distribution. Also, if 
] 

L: EB 2 (IRk , IR) is regular, Pr(-~O,z::: {Xj}) is the density of the 

finite signed measure with characteristic function P (it: {X.})· 
r J 

exp{- ~z:: (t,t)}, obtained by formally substituting the differen-

tial operator for (- it) in Pr(it: {Xj})' and using this on ~O,Z::. 

In particular Pr (- ~O,z:: {Xj})(x) is a polynomial in x E IRk multi

plied by ~O,z::(x). 
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The order symbols 0 and 0 are unless otherwise stated used as 

n -7- 00, i. e. if f and g are functions of IN into normed spaces, 

then f = 0 (g) if there exists a constant C > 0 such that 

Ilf(n)II:sC Ilg(n)11 for all nEJN, andf=o(g) if to each s>O 

an nO E IN exists, such that 11 f (n) 11 < s 11 g (n) 11 when n ~ nO. 
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3. Main Results. 

Suppose we have established an asymptotic expansion of the distri-

butions of (U ), n E IN of the form 
n 

p{U EB}=fBi; (u)du+o(Ss ) asn+ oo 
n n ,n 

uniformly in B E Bk (3.1) 

where s:: 3 y E{l1 Un" s} < +00 , 

s-2 
i; (u) = I: P r (- cl> :{Xv,n}) (u) 

n r=O 

1/(v-2) I s-2 S = (sup {" X,," 3 ::: v ::: s}) = 0 (1) sin v,n 

(3.2) 

(3.3) 

and (Xv,n)' 1::: v::: s are the cumulants of Un' satisfying Xl,n = 0, 

X2,n = l:rn.k . The reader may think of Un as a normalized sum of in

dependent identically distributed random vectors, in which case 

S . f d -(s-:2)/2. . O( -(v-2)/2) 1S 0 or er n , Slnce X 1S n . s,n v,n 

Consider a sequence (gn) , n E IN of functions of JRk into JRm ,m::: k, 

p times differentiable at zero I (P:: 2), and satisfying 

and Dg (0) 
n 

is of rank ill (3 • 4) 

and suppose, that we want to approximate the distribution of g (U ) n n 

by some expansion as n + 00. Obviously, in this expansion we can 

only hope for an error term, which is at most as accurate as the 

error term in (3.1). 

Define 

-1 
f = B g n n n B 2 = (Dg ( 0) ) (Dg ( 0) ) * n n n (3.5) 
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such that f (U ) has asymptotic variance llRm. We shall prove, 
n n 

that under certain conditions on the derivatives of g , a valid n 

expansion of the distribution of f (U ) may be constructed from n n 

the moments of f (U ) obtained formally by the delta method. Con
n n 

sider the Taylor series expansion of fn(U n ) 

p-l l' ' 
Y = L: (DJf (0)) (U' J) 

n '1 --J'! n n 
J= 

(3.6) 

Since Y is a polynomial in U , it is in principle easy to com-
n n 

pute its moments. An Edgeworth expansion constructed from these 

moments may in turn be used as an approximation to the distribu-

tion of fn(Un ). There are, however, some problems. First of all 

the computation may involve moments of U of higher order than s. n 

This problem is resolved by defining the formal cumulants of U , n 

such that the j'th formal cumulant of U is identical to the cun 

mulant of U , when j ::: s, otherwise it is zero. Also we define the 
n 

formal moments of Un (and thereby Yn ) in terms of the formal cu

mulants by the well known formula connecting moments and cumu--

lants. 

Let (K-v,n)' 1 ~ -v ~ q, nE IN be the cumulants of Yn computed from 

the first q formal moments of Y . Also let n 

(3.7) 

be some approximations to these cumulants. Thus if the cumulants 

are calculated as a sum of terms, e.g. by the method of Leonov & 

Shiryaev (1959) described in the appendix, terms of order o(S ) s,n 

may be omitted. In particular the cumulants ~K ' f satls ying -V,n 

(1.10) and (1.11) in Bhattacharya & Ghosh (1978) satisfy (3.7). 
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Let nn be the density of the finite signed measure with characte

ristic function 

A q-2 
n n (t) = exp {i < t, Kl > - ~K2 n (t It)} E P (i t: {K" } ) 

,n I r=O r v in 
(3.8) 

when K2 is regular; otherwise we may define n ,n n as identically 

zero. 

The validity of the delta method and the problem, how to choose q 

is solved by the Theorem 3.2 below. Also, notice that (3.7) deter-

mines the accuracy to be used, when calculating moments of Y . 
n 

Define 

p ( a) = ( (2 + a) log (3 -1 ) ~ 
n s,n a > 0 (3 • 9) 

H (a) = {t E JRk I11 t 11 < p (a)} , Cl. > 0 
n n 

(3.10) 

such that, according to Lemma 4.1, integrals of polynomials multi-

plied by i; outside H (a) are 0 «(3 ) . n . n s,n 

Assumptions 3.1. There exists an a > 0, such that for all suffi-

ciently large n, we have 

I. fn is p times continuously differentiable on Hn(a), and 

sup{IIDPf (t)llltEH (a)}=o«(3 ) 
n n s ,n 

(3.11) 

11. Define A =sup{(11 Djf (0) 11 /j!)l/(j-l) 12::;j <_p-l}. Then 
n n 

P-l A =0«(3 ) n s,n (3 . 12) 

t. 
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Theorem 3.2. Suppose, that Assumptions 3.1 are fulfilled. Then, 

if A q-l = 0 (B ) and q > S 
n s,n -- -

uniformly in B E B 
m 

In particular, (3.13) holds if q=max{p,s}. 

(3.13 ) 

Remark 3.3. In Bhattacharya & Ghosh (1978), Un equals In· Xn , 

where X is an average of n i.i.d. random vectors, and f (U ) = n n n 
. (. 1) 

III f(X), such that IIDJ f (t)1I is of order rn- J- ,where defined. 
n n 

If the distribution of X can be expanded in an Edgeworth series 
n 

-(s-2)/2 of the form (3.1) with Bs,n of order n , then (3.13) holds 

with q = p = s. Also, in general, when p is chosen as the smallest 

integer, not less than s, satisfying (3.12), then we obtain the 

remarkably simple result, that one more cumulant is to be calcu-

lated, than the number of terms in the Taylor series expansion of 

Remark 3.4. From the proof of the theorem it is easily seen, that 

if (3.1) only holds uniformly over any class C of Borel sets satis-

fying 

sup f E ~ (u)du =O(s) as E -+ 0 
BEC (CiE) 

where (CiB)s={tEIRk 13uEB :11 t-u 11 ~s}, then (3.13) also holds 

uniformly over any such class. 

Lemma 3.5. Let Assumptions 3.1 be fulfilled and k =m, then for n 

large enough, f restricted to H (a) is one-to-one on its image, . n n . 

which contains Rn (a l ) for some a l > O. The inverse function also 

satisfies Assumptions 3.1. Conversely, if (hn ) , n E IN is a sequence 
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of functions, locally (around zero) inverse to (fn ), and satis

fying the Assumptions 3.1, then also (f ) satisfies the assump
n 

tions. 

Remark 3.6. The lemma may be helpful in proving (3.11) and (3.12) 

in applications, where the transformations are given in terms of 

( f- l n ), e.g. the example in the introduction. If the functions (fn) 

are analytic on (H (ex», and if r = sup{ (11 Djf (0) 11 /j!) 1/ (j-l) I 
n n n 

2 < j} satisfies r p~l = 0 (6 ), then (3.11) and (3.12) are ful-
- n sin 

filled. (3.11) is verified by noting that p (ex) is less than the 
n 

radius of convergence of the Taylor series expansion of f , when n 

n is sufficiently large; thus DPf (t) can be written as a conver-
n 

gent series. Evaluating this, the result follows. The condition 

"'p-l A =0(6 ) may be verified by verifying the same condition for n s,n 

the functions (f- I ). This is seen from Lemma 4.3. 
n 

Remark 3.7. It is seen from the proof, that the normalization 

(3.5) of gn(Un ) may be replaced by any other normalization giving 

asymptotic variance one. Also the index n E IN appearing through-

out may be replaced by any set directed to the right, e.g. a pro-

jective system. 

Remark 3.8. In applications the functions(f ) may be stochastic. 
n 

In this case the conditions (3.11) and (3.12) need only be ful-

filled with probability 1 - 0 (6 ) • s,n 

L 
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4. Lemmas and proofs. 

First, ,'7e prove some auxiliary lemmas, and then we return to the 

proofs of Lemma 3.5 and Theorem 3 .2. 

Lemma 4.l. Let A E B (IRk, IR) I p E IN . Then p 

J IA(u'P) I cl> (u) du 
11 u 11 > c 

< 11 All exp{ - ~c2} (2 p/2 c k+p - 2 + 2 (k+2p-2) 12 r (k;p) ) Ir (~) 

(4.1 ) 

where r is the gamma function. 

Proof. Use the inequality I A (u I p) I ::. 11 A 11 11 u 11 p and transform to 

a one-dimensional integral in Ilu 11. Using the inequality 

(c+llull-c)a::. (2c)a+(2(llull-c))a, a>O, the result follows by 

integration. 0 

Lemma 4.2. The finite signed measures with densities (~ ) given 
n 

by (3.2) have moments (a. ),j,nEIN of all orders, satisfying 
J ,n 

(4.2) 
otherwise 

where (]JJ' ), j E IN are the formal moments of U . ,n n 

Proof. 
2 s-2 

By differentiating exp{- ~ 11 z 11 } 2:: P (z:{x }) ,j times, 
r=O r "V,n 

it is seen, that the value at zero coincides with the general for-

mula for moments in terms of cumulants, except for terms of order 

o (Ss (s-l) I (s-2) ) ,when the cumulants are the formal cumulants of U 
,n n° 

Lemma 4.3. Let hn : IRk-+IRk be s times differentiable at t E IRk , 

s ~ 2, and suppose that Dhn (t) is regular • Then h n is one-to-one in a 
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neighbourhood of t, and if h~l is an inverse of hn restricted to 

th ' t then h- l 1S se , 
n 

is s times differentiable at u = h (t), and for n 

j-l v. 1 ,vI ,v j _ l 
2: [(j -l+2:v.):/ IT v.!(i+l)! l]Dhn (t)- oS [D 2 , ... ,D]. ] 

vET(j-l) 1 i=l 1 

j-l 
where T (j - 1) = { (v l' ... , v. 1) I 2: i v. = j - I} , 

]- i=l 1 

( 4 .3) 

. l' k k ,vI ,v j _ l 
D. =-D1 h (t) 0 (Dh (t)- ),l EB .(JR, JR) and S[D 2 , ... ,D]. ] 

1 n n 1 

is some convex combination of compositions of the 2:v. arguments 
1 

If k = 1 any such composition is just the product, such that S 

itself reduces to the product. 

Comment. An example is S[D23 ] (x,4) 

= ~ D2 (D 2 (X,x) ,2) +~ D2 (x,D 2 (x,D 2 (X,x))). A general formula is 

not known, but for our application the important thing is that 
,vI ,v j _ l vI v j _ l 

IIS[D 2 , ... ,D j ]11,: IID211 ..• IIDjll 

Proof. The theorem is well known except for formula (4.3). We 

shall only give the proof in the case k = 1, since the general 

case is proved in the same way. The only difference arises be-

cause of the non-commutativity of the D.'s, but since we have not 
J 

stated the form of S, this causes no trouble. The theorem is pro-

ved by induction. The formula is easily verified for j = 1,2. Let 

j > 2 and suppose the formula holds for Dj-lh-l(u). Replacing t 
n 

by h-l(u) we may differentiate both sides with respect to u to 
n 

obtain Djh-l(u). Obviously, each term in the formula for Djh-l(u) 
n n 

will be of the form 
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with v E T(j -1). Such a term occurs only as derivative of a corre-

sponding term with v replaced by 11 E T (j - 2) satisfying either 

112 = v 2 -1, 11i = vi for i ~ 3 or 11i = v i + l ' 11 i + l = v i + l -1 for some 

i ~ 2 and 11k =vk for k * i,i + 1. Using the formula (4.3) for C(l1) 

and adding the contributions from different l1'S proves the for-

mula. o 

Lemma 4.4. Suppose Assumptions 3.1 are fulfilled, and that 

(k = m). Then with ex, as in these 

(a) 
p-l . 

f (t) =t+ L: ~(Djf (0)) (t,J) + IltlIPo(S ) =t+o(l) 
n j=2 J. n s,n 

uniformly in t EH (ex,) 
n 

( 4 • 4) 

(b) 
p-l 

Df (t) =l"..,k+ L: . l_(Djf (0)) (t,j-l) + Iltll P - l o(Ss,n) 
n .ll'\. (J-l)! n j=2 

= l:rn.k +0 (1) uniformly in t E Hn (ex,) (4 .5) 

Proof. The first equation in (4.4) and (4.5) is merely a Taylor-

series expansion, estimating the error term by (3.11). The second 

equation follows by noting that p (ex,) +00 slower than any power of 
n 

S ,and that A =o(S l/(p-l)). 
s,n n s,n 

o 

Proof of Lern!rna 3.5. Suppose (fn) satisfies the Assumptions 3.1. 

By (4.5) annOEJN exists, suchthatforn~nO 

sup{11 Dfn(t) -l:rn.k 11 ItEHn(ex,)} ::,1:2. Hence, if t l ,t2 EHn(ex,) 
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\i\,There 8 E: [- 1 f 1] f proving that fn is one~·to-one. Next, if a l < a 

and HO denotes the interior of H, (4.4) shows that for n large 

H (a l ) n f (HO (a» = H (a l ) n f (H (a», which is closed relative to n n n n n n 

Hn (a l )· Also, this set is open relative to Hn (a l ) when n::: nO' 

because Dfn(t) is regular on H~(a). Since Hn(a l ) is connected, 

-1 
we conclude that H (a l ) c f (H (a». Thus an inverse f of f IS 

n - n n n n 

restriction to H (a) exists, and is defined on H (a l ). Also, by 
n n 

(4.3) a~d (3.12) 11 Djf-l(O) 11 =op)-l), if2 <j <p-l. Itis seen, 
n n - -

e.g. from (4.4), that 11 Di+lfn (t) 11 = O(.\~-l) uniformly in t E Hn (a), 

1 ~ i ~ P - 2, such that Lemma 4.3 together with (3.11) and (3.12) 

implies 

11 DP f -1 (u) 11 = 0 ( .\ p-l) + 0 ( S ) = 0 ( (3 ) 
n n sin sin 

uEf (H (a)) n n 

The second half of the lemma follows from the first. o 

Lemma 4.5. Suppose Pl,n and P 2 ,n are sequences of signed measures 

with densities on IRk 

i=1,2, nEJN, A ~ i) E-B. (IRk IR) 
J , n J ' 

(4.6) 

with respect to the Lebesgue measure. Assume, that all integrals 

of the form 

fkA(X'P) d(P l -P 2 ) (x) , pEJN, AEB (IRk, m) 
IR ,n,n p 

are O(s ) as n + 00, where (s ) is a sequence of non-negative -- n-- n 

numbers. Then 

I P l (B) - P 2 (B) 1 = 0 (s) uniformly in B E Bk 
,n ,n n 

( 4 .7) 
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M 
Proof. Writing L (A~l) _A~2)) (x,j) in terms of multivariate 

j=O J,n J,n 

Hermite-polynomials, the orthogonal property of these, combined 

with the assumption, ensures that IIA~l) _A~2) 11 =O(sn) as n+oo. 
J,n J,n 

Thus 

M 
1 P 1 (B) - P (B) 1 = If L (A ~ 1) - A ~ 2) ) (x I j) er (x) dx 1 

,n 2,n B j=O J,n J,n 

< 
M 
L 11 A ~ 1) - A ~ 2) 11 J k. 11 x 11 j er ( x) dx = 0 (s ) 

j=O J,n J,n lR n 

uniformly in B E Bk . o 

Sketch of the proof of Theorem 3.2. First assume 

Dg (0) = 1 k' (k = m). (a) By transforming the density E;, it is 
n ill n 

proved that an expansion, (nn) say, of the distribution of f (U ) n n 

exists, (nn) of the form (4.6) with an error term of order o(Ss,n)· 

(b) Moments computed in (nn) are equivalent (i.e. identical except 

for an error term of order o(S ») to the (E;, ) moments of the s,n n 

Taylor series approximation Yn of fn(Un ). (c) By Lemma 4.2 the 

(E;,n) moments of Yn are equivalent to the formal moments of Yn . 

(d) The formal moments are equivalent to the (nn) moments, where 

(nn) is given by (3.8). This result is obtained by use of a result 

by Leonov & Shiryaev (1959) described in the appendix, on cumu-

lants of polynomials of random vectors in terms of the original 

cumulants. (e) By Lemma 4.5 the theorem follows in the case 

Dg (0) = 1 k and the general case is proved by supplementing the 
n ill 

map fn by a linear mapping p , such that (f ,p ) is locally one-n n n 

to-one. Using this result the general theorem follows by a linear 

transformation of the expansion. 



16 

Lemma 4.6. Let the Assumptions 3.1 be fulfilled and suppose 

Dg n (0) = 1 k. Then 
JR 

P{f (U ) EB} =fB(l+Ql (z»cp(z)dz +0(13 ) n n ,n s,n 

uniformly in B E Bk (4.8) 

where (Ql ), n E ill are polynomials of bounded degree, no constant ,n 

term and coefficients, which are 0 (1) as n -+ 00. Also, if 

A E B (JRk, JR) , q E ill we have 
q 

f kA(U,q)1; (u)du=f kA(ljJ (z),q) (l+Ql (z»cp(z)dz+o(S ) 
ill n JR n ,n s,n 

where (ljJ ) is given by 
n 

(4.9) 

(4.10) 

and (f- l ) are inverse functions of (f ) restricted to H (a). 
n n n 

Proof. First notice, that by Lemma 3.5, f 's restriction to 
n 

H (a), t say, has an inverse f- l satisfying Assumptions 3.1 for n n n 

some a l > 0 (for n large enough). Thus, using (3.1) and Lemma 4.1 

P{f (U) EB}= f I; (u)du+o(S ) 
n n -1 n s,n 

fn (B) 

I; (f-l(z» Idet Df-l(z) Idz +0(13 ) 
n n n s,n 

( 4 .11) 

where B = B n H (a l ), and det A means the determinant of A. n n 

In the sequel let (Q. ) denote polynomials of bounded degree, l,n 

without constant terms, and with bounded coefficients as n -+CfJ, 
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-1 
i fixed. By expanding f (z) = 1j! (z) + 0 (S ), and expanding n n s,n 

Df-1 (z) as in (4.5) the last integral in (4.11) may be written 
n 

fB 1; (z+Q2 (z)+o(S ) II z liP) Idet(1_k+Q3 (z)+o(S ) II z liP-I) Idz 
nn,n s,n JR,n s,n 

= fB i; (z+Q2 (z)+o(S ) II z liP) (1+Q4 (z)+o(S )Q5 (z) )dz n ,n s,n ,n sin ,n 
n 

(4.12 ) 

where the coefficients of (Q2 ) I (Q3 ) are O(A ) and those of ,n ,n n 
k k (Q4 ) are 0(1), (Q3 ) taking values in Hom(IR , IR ). Notice, ,n ,n 

that when n is large (4.5) assures that the determinant is posi

tive. By expanding the exponent in i; (f-1 (z» we obtain n n 

= (21T) - k/ 2 exp {- ~ 11 z 11 2}( 1 + Q 6 ( z) + 0 ( S ) Q 7 ( z) ) ,n s,n,n (4.13) 

where the coefficients of (Q6 ) are 0(1), and (Q6 ) is of boun-,n ,n 

ded degree, because AP- l = 0 (S ), such that only finitely many n s,n 

of the terms of the expansion of the exponent enters (Q6 ). Com,n 

bining (4.12) and (4.13) with (4.11) and noting that 

f k ( 1 +Q 1 ( z) ) <p (z) d z = 0 ( S ) 
IR '-Hn (al),n s,n 

we obtain (4.8). 

(4.9) follows in the same way by expanding 

A(U,q) =A(1j! (z) Iq) +Q8 (z)o(S ). 
n ,n s,n 

o 

Lemma 4.7. With notation and assumptions as in Lemma 4.6, we 

have 
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J kA(T (U)'q)t; (u)du=J kA(z,q)(l+Ql (z))cp(z)dz+o(S ) 
JR n n IR ,n s,n 

where A E B (IRk, IR) and 
q 

( 4 . 14) 

(4.15 ) 

Proof. Since A(T (u) ,q) is a polynomial in UT (4.9) shows that 
n 

= J k A ( (T oljJ ) (z) , q) (1 + Ql (z) ) cp (z) dz + 0 ( S ) 
IR n n ,n s,n 

Now, D(T oljJ )(0) =1 k and Dj(T oljJ )(0) =0 if 2:;j:;p-1. Also, 
n n IR n n 

by the assumptions, Lemma 3.5 and the formula for differentials 

for composite functions (see Federer (1969), 3.1.11) 

L:v. al' v. 
11 Da(T 01jJ ) (0) 11 < a~ L: liD 1T (0)11 'TT V (11 D11jJ (0) 11 /i!) 1 

n n - vET(a) n i=l i! n 

L:v.-l al' 1 v. 1 
< a! L: (L:V.)!A 1 'TT - (CA 1-) l<c(a)A a - , 

ET ( ) 1 n . -IV. ,n - n V a 1- 1. 

where a E IN" , c ·and c (a) are constants, and T (a) is given in 

Lemma 4.3. 

Hence, all derivatives except the first are o(S ), and since s,n 

T 0 1jJ is a polynomial, we have 
n n 

from which the result follows. o 
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Proof of Theorem 3.2 in the case Dgn (0) = 1 As in Lemma 4.6 
JRk. 

the exponent of (n ) may be expanded, showing the existence of 
n 

densities of the form (4.6) having all moments equivalent to those 

of (nn). By Lemma 4.5, it remains only to prove, that the moments 

of (n ) are equivalent to the formal moments of (Y ) = (T (U )), n n n n 

and hence, by Lemma 4.7, to those of the expansion obtained in 

Lemma 4.6. In Leonov & Shiryaev (1959) it is described how to 

calculate cumulants of polynomials in terms of the original cumu-

lants (see the appendix). By use of this method, it is not hard 

to prove, that the formal cumulants (K ) of (Y ) satisfy 
V,n n 

(v-2) / (s-2) K = 0 (max { 6 , v,n s,n (4.16) 

Recall, that q is the number of cumulants entering the expansion 

(n ), and note that if 3 ::: v ::: q, K (q-l) / (v-2) = 0 (6 ) if q > S 
n v,n s,n-

and Aq - l = 0(6 ). Since (nn) is constructed from the first q n s,n 

formal cumulants of Yn , except for terms of order 0(6 ) s,n 

(see (3.7)), Lemma 4.2 shows, that the (nn) moments deviate atmost 

O(SUp{K (q-l)/(v-2) 13 < v <q}) =0(6 ) from the moments of Y 
V,n - s,n n 

obtained from the formal cumulants (K ) changing K to zero v,n v,n 

if v > q. Since K = 0 (6 ) if v > q, this proves the theorem in v,n s,n 

o 

Proof of Theorem 3.2 in the general case. If m < k, define for 

each n E IN a linear mapping Pn: JRk-+ JRk-m as an orthogonal proj ec

tion on a subspace of dimension k - m composed with a linear iso-

k-m 
metry of the subspace into JR ,such that 

p -1 { O} n (Dg ( 0) ) -1 { O} = {O} 
n n 

(4.17) 
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Notice, that (Dgn,Pn) (0) = (Dgn(O) ,Pn) is regular, and define 

h = n 

-1 Dg (0) g 
n n 

( 4 .18) 

if m = k 

such that Z = h (U ) has asymptotic variance lIRk. It is easily n n n 

seen, that the Assumptions 3.1 are fulfilled for the sequence 

(hn ) if they are for (fn ). Thus the expansion corresponding to 

(3.13) is valid for the sequence (Zn). fn(Un ) is a linear func

tion, T say, of Z . If (0. ) are the formal cumulants of the n n J,n 

Taylor series approximation of Z , and (cr. ) the approximations n J ,n 

corresponding to (3.7), we may transform the expansion (3.13) of 

(Zn) by Tn' to yield a valid expansion of the distribution of 

f (U ) with characteristic function 
n n 

q-2 
exp{i<T*(t), 0 >-~cr2 (T*(t),2)} E P (iT*(t):{cr }) 

n l,n ,n n r=O r n V,n 

q-2 
= exp {i < t, Kl > - ~ 1<2 n ( t , t)} E P ( it: {K } ) ,n r v,n , r=O 

where K (t'v) =0 (T*(t) ,v). Since this coincides with (3.8), v,n v,n n . 

and (K ) is easily seen to satisfy (3.7), the theorem is prov,n 

ved. o 

I 
,~ 



21 

5. Edgeworth expansions. 

In this section we modify some results in Bhattacharya & Rao 

(1976) concerning asymptotic expansions of characteristic func-

tions and densities. The purpose is to obtain conditions for a 

sequence of distributions to possess an Edgeworth expansion in 

terms of cumulants and characteristic functions of the sequence, 

rather than assuming that it is a distribution of normalized sums 

of independent random variables satisfying certain moment condi-

tions. 

Consider a sequence (Un)' n E IN, of statistics on JRk having 

finite SI th moments for some fixed s::: 3, and cumulants (X ) , v,n 

1 :; v :; s, n E IN satisfying 

Xl = 0 , ,n X =1 
2,n JRk 

n E IN 

1/(v-2) 6 - (max{ 11 X 11 s,n - v,n 3 <v :;s})s-2=0(1) 

JRk +~ denote the characteristic function of U . 
n 

( 5.1) 

(5.2) 

Theorem 5.1. Let (a), (En)' nEJN be sequences of positive' -- n 

numbers satisfying 6 < E <a -(8-2)= 0(1), and assume that s,n - n - n 

for some °1 >0, log Gn(t) is defined on the set {II tll < °1 an} 

for all n E IN, and 

(5.3) 

Then, if 0:; CI,:;, s, we have for some ° > 0 
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s-3 
11 Det[;n(t) -exp{-~lltI12} L Pr(it:{Xv,n})]11 

r=O 

~ s n ( 11 t 11 s - et + 11 t 11 3 (s - 2 ) + et) exp { -i 11 t 11 2} 0 ( 1 ) 

uniformly on the set 11 tll < c a . 
n 

(5.4) 

Proof. Very much like Bhattacharya & Rao (1976), Theorem 9.9. 

The main differences are, that we use Euclidean norms of differen-

tials and cumulants, and that we assume (5.3) instead of some 

other assumptions implying it. o 

Remark 5.2. -~ In the ordinary case Un = Bn (Xl + ... + Xn) g where 

Xl ,X2 , ... is a sequence of independent random vectors, and 

n 
B = L V{X.}, then (5.3) can be shown to hold with (s ) of order 

n . 1 1 n 
1= 

(n-(s-2)/2) and (a ) of order (n(S-2)/2S) if 11 B-lll =O(n- l ) 
n n 

n 
L E { 11 x. 11 s} = 0 (n) . 

j=l . J 

Theorem 5.3. Let the assumptions of Theorem 5.1 be fulfilled, 

and suppose that 

I. 
-1 k 

a / ( (2 + n) log s ) 2 -+ 00 
n n 

for some n > o. 

11. For any c > 0 

and 

J 
11 t 11 > ca 

n 

as n -+ co 

IG (t) Idt=O(s ) n n 

J 11 Ds2 (t) 11 dt =O(s ) n n 11 t 11 > ca 
- n 

(5.5) 

(5.6) 

(5.7) 

Then for n sufficiently large, the density f (x) of the distri
n 

bution of U exists, and 
n --
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s-3 
(1+ Ilxll s ) Ifn(x) - 2: 

r=O 
P (- cf>: {X }) (x) I =O(E ) r v,n n (5.8) 

uniformly in x E IRk . 

Proof. (5.6) implies that the integral of IG (t) I is finite for 
n 

n large, and hence that the density f exists. Let 11 vii = 1, v E IRk 
n 

and define for Cl = 0, s 

s-3 
Cl = < x,v> (f (x) - 2: 

n r=O 
P (- cf>: {X }) (x» 

r v,n 

h (Cl) (t) 
n 

P (it 
r 

{X }) exp{ -~ 11 t 112}] 
v,n 

such that 

= (2 IT) - k f k exp {- i < x, t > } h (Cl) (t) (v' Cl) d t 
IR n 

Thus (5.8) is bounded by 

(2IT)..;.k f(lh(O) (t) 1+11 h(s-) (t)II )dt . 
n n 

Since the integral of (5.4) is O(E ) it remains only to estimate 
n 

the integral outside the set {lItll < cSan }. But, since (5.5) and 

Lemma 4.1 assures that 

f 11 DCl 
Iltll>cSa 

- n 

s-3 
2: Pr(it: {Xv,n})exp{- ~ 11 t11 2 } 11 dt=O(En ) f 

r=O 

the theorem follows from (5.6) and (5.7) . 

Remark 5.4. If the assumptions of Theorem 5.3 hold for some 

o 

s .::: k + 1, then a uniform expansion of the distribution of Un over 

. k+l -1 all Borel sets follows, because the lntegral of (1 + 11 x 11 ) 

is finite. In the case s < k truncation techniques must be used. 
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The conditions (5.6) and (5.7) are usually the critical ones. To 

facilitate applications we shall give a lemma which provides 

sufficient conditions for (5.6) and (5.7) to hold in the case 

where Un is a normalized sum of independent variables. 

Let xl 'x2 ' ... be mutually 

mean zero, characteristic 

independent random vectors in IRk with 

functions g. : IRk -+ <t f j E IN and cumu-
J 

lants (K .), v == 1, ... , s ; j E IN. Define v,J 

( 5. 9) 

n 
where En == E K" .• The characteristic function of U is given by 

j==l ~/J n 

and its cumulants are 

G (t) 
n 

n 1 

== ITg.(E-'2(t)) 
j=l J n 

t E IRk, v == 1, . . . , s 

Lemma 5.5. Let (U ) be given by (5.9), and assume that 
-- n 

(5.10) 

I. An integer p and a finite set Mc IN with at least p + S 

elements exists, such that for each set Ml '== M with p elements 

f IT I g. (t) I dt < 00 

'EM J J 1 

11. A constant K > 0 exists, such that 

n 
y ==inf{ E (1-lg.(t)1 2)llltll;::K} 

n j==l J 

satisfies 

(5.11) 

-+ 00 (5.12) 
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Ill. max {II Kv,j 11 11 l:~1Ilv/2 11:: j:: n, 1:: v:: sO} =0(1) (5.13) 

Then (5.6) and (5.7) hold. 

Proof. 
-k -k 

Let u=l: 2(t), d =11l: 211a 0 and note, that Ilull>d 
n n n n - n 

implies 11 t 11 > a o. We then have - n 

k n 
JIG (t) I dt < J (det L: ) 2 IT I g . (u) I du 

11 t 11 >a 0 n - 11 u 11 >d n j=l J 
- n - n 

< (det l: )l:2(sup{ IT Ig. (u) I IlIu 11 > 
n j EtM J 

d}) J 
n lIull>d 

- n 

IT I g . (u) I du 
jEM J 

(5.14 ) 

where M is the set in the Assumption I of the lemma. The last 

integral is bounded by assumption, and 

2 IT I g . (u) I < exp {- l:2 l: (1 - I g . (u) I )} . 
j EtM J - j EtM J 

2 2 
Using the inequality 1 - I g. (2t) I < 4 (l - I g. (t) I ), which holds in 

J - J 

general for characteristic functions, we conclude, that if 

o < d < K, 11 u 11 > d and m is suitably chosen, then 
n - - n 

n 2 n m 2 
l: (1 - I g . (u) I ) > 4 -m L: (1 - I g . (2 u) I ) 

j=l J j=l J 

( 5.15) 

If d n >K, the left hand side of (5.15) is bounded below by Yn , 

hence 
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n 2 
I g . (u) I < exp {- ~ L: (1 - I g . (u) I )} exp { ~ I M I } 

] - j=l ] 

< exp{- ~ y min(1,d 2/4K 2 )} exp{~IMI} 
- n n 

where IMI is the cardinality of M. (5.6) now follows from (5.14) 

using 

NOw, 

(5.12) . 

(DSG (t» (v,s) is a sum of n S terms of the form 
n 

( IT 
jEED 

-k 
g.(L: 2(t») 

] n 
IT 

jED 
(5.16) 

where D c:IN contains at most s elements and L: k. = s. By Assump
D ] 

tion I 

-k S -k -k 
Ig. (L: 2(t» I =n (IT Ig. (L: 2(t» I) IT Ig. (L: 2(t» I 

] n jEM'D ] n jEEMUD] n 

(5.17) 

where the first product is integrable uniformly in D. By argu-

ments similar to those above, we see that the second product is 

-s -k 
O(sn)n (det L: n ) 2. Since the integral of the first product is 

O(/det L: ), (5.17) is O(s ). Consider 
n n 

IT 
jED 

k. 1 s/so 
11 D ] g . (L: - '2 (t) ) 11 < IT p < max ( p ) n k . - S]' 

] jED j'] l~j~n 0' 

(5.18 ) 

where p . = sup {E (I < X., t > I v) I 11 t 11 ~ I} , and sO::: s. When So 
V,] ] 

is even 

So So 
E(I<X.,t>l, )=E«X.,t> ) 

] ] 

is a linear comb~nation of terms of the form 
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So 
L iPi = So 

i=l 

where the product is some (symmetric) product of the multilinear 

forms. By Assumption III it now follows, that (5.16) is O(s ), 
n 

when integrated over the set 11 t I1 > oa , 0 > O. The lemma is 
- n 

proved. 0 

Remark 5.6. In the usual situation, where all the eigenvalues of 

L are of the same 
n order, and 11 L 11 is of order n, s of order 

n n 

n-(s-2)/2 and (det L ) 
n 

k of order n , the supremum in Assumption 11 

should increase faster than log n, so that roughly the n'th term 

should be o(n- l ). E.g., the assumptions are easily verified if 

Xl' X2 , ... are identically distributed with a distribution satis

fying Cramer's condition. 
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6. An example. Let x l ,X2 , ... be mutually independent real ran-

dom variables, (0'. + St. )X. being distributed as gamma with shape 
1 1 

parameter w. > 0, where 0'. > 0 and S > 0 are the unknown parameters, 
1 

and t l ,t2 , ... and wl ,w2 , ... are sequences of known positive real 

numbers. Our purpose is under simple conditions to derive an ex-

pansion of the distribution of the maximum likelihood estimator 
A A 

(MLE) (a,S), based on xl, ... ,Xn . Most of the quantities defined 

in the sequel will depend on n, but we shall usually omit n as 

index or argument. 

n 
(T l ,T2 ) = (. L: 

1=1 

lants given by 

X' T 1 

n 
L: 

i=l 
t.X.) is a sufficient statistic with cumu-

1 1 

n v 
Kv ( (u, v)' ) = (v -I)! L: w. C~p. +~S(l- p.))v 

i=l 1 0'. 1 1 

(u,v) E IR2, 1 < v < 00 (6.1) 

where P. = 0'.1 (0'. + St.) E ] 0,1 [. Notice, that the cumulants depend on 
1 1 

0'. and S, in particular we shall consider the function 

Also, notice that K2 is the Fisher-information of (a,S). 

Let mn and Mn be the smallest and largest eigenvalue of K2 , re

spectively. We shall assume, that the sequence wl ,w 2 , ... is boun

ded, and that (log n) Im -+ 0 as n -+ 00 • The first assumption causes --- n 

no loss of generality, since an X. corresponding to a large w. 
1 1 

might be considered as a sum of sufficiently many independent 

X .. 's with the same scale parameter. The second assumption avoids 
1J 

a detailed investigation of the behaviour of the ti's, but it 

may be proved, that the condition is satisfied either for all 
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pairs (a,S) or for none. 

Our first goal is to derive an Edgeworth expansion of the distri-

bution of (T l ,T 2 ) and next to transform it to an expansion of 

(a,S) on noting, that 

( 6 .2) 

wi th probability one, if K2 is regular, i. e. mn > O. In the sequel 
_k 

let n be such, that this is so. Define Un=K22((Tl,T2) -Kl ) as 

some normalization of (T l ,T 2). Its cumulants (Xv) then satisfy 

< (v -I)! 11 (u,v) 112 [(~+i) 11 K;~((U,V)) 11 ]v-2 

(6.3) 

showing, that the cumulant generating function, being analytic in 

a neighbourhood of the origin, has radius of convergence greater 

~ than om for some 0 > 0 independent of n. An immediate conse
n 

quence is, that if an=mn~' En=a~(S-2) then the assumptions of 

Theorem 5.1 and (5.5) are fulfilled for all s > 3. We shall use 

Lemma 5.5 to prove (5.6) and (5.7). Since (w.) is bounded the 
1 

cumulants (K .) of (X. ,t.X.) are also bounded and consequently 
V,l 1 1 1 

satisfy (5.13). Also (5.11) is easy; just take M as the first 

p + s integers, where p is chosen such that the sum of the w I s 

over any subset with p elements is at least one. Such a p exists, 

otherwise M would be bounded. To prove (5.12), notice that 
n 

n 2 n u v 2 -w./2 
i=L 1 (1 - 1 g J' (u, v) 1 ) = L (1 - (1 + (- PI. + - (1 - p. ))) 1 ) 

i=l a 1 S 1 

is decreasing in any direction of (u,v) away from the origin, so 
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that we may bound it on any set 11 (u,v) 11 ~ C by its values on the 

set 11 (u,v)II=C. For a suitably small s > 0 take C such that 
s 

u v 2 if 11 (u,v) 11 C Then with 11 (u,v) 11 = c (-p. + - (1 - p. ) ) < s = . we 
Cl, 1 S 1 - S s 

have 

n 2 n u v 2 
L: (l-lg.(u,v)1 ) > L: l:/w.(-p. +-S(l-P1')) (I-cs) 

. 1 J -. 1 1 Cl, 1 1= 1= 

2 = l:/K2 «U,v)' ) (I-cs) for some c > 0, c s < 1 . 

But since K2 «U,v) ,2) tends to infinity at least at the rate of n, 

and log n/m + 0 as n +00, it is now easy to see, that (5.12) is 
n 

satisfied, because Mn = 0 (n). Thus 

any s > 3 with S =0(A.-(s-2)/2). 
s,n n 

(U ) satisfies (3.1) - (3.3) for 
n 

It now turns out to be a trivial matter to verify Assumptions 3.1 

wi th p = s and A proportional to m . The reason is, that the j I th 
n n 

derivative of Tn is exactly the (j + 1) 'th cumulant Kj +l of 

(T l ,T 2 ). This is a general phenomena in exponential families. The 

normalized function f given in (3.5) may be defined by 
n 

such that if x E JR2 

implying that 11 Djf~l(O) 11 = 11 Xj+l" = O(A~(j-l)/2), j ~ 1. Since 

-1 f equals T except for a linear transformation (3.11) follows n n 
-1 

from (5.3) proving that Assumptions 3.1 hold (f ). Thus, by 
n 

Lemma 3.5, Assumptions 3.1 hold for (fn) too, and Theorem 3.2 may 

be applied to provide an Edgeworth expansion of f (U ), or equi
n n 
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A A 

valently of (a,S). We shall not go through the trivial calculation 

of the expansion, but refer the reader to Skovgaard (1980), where 

this expansion is obtained for a much larger class of cases. 

Remark 6.1. 

- 2 L: w. (t. - t) 
1 1 

It may be proved, that mn -+ 00 if and only if 

-+ 00 and L: w./t~ -+ 00, where t = L: w.t./L: w .. Along the 
1 1 1 1 1 

lines of this paper it follows, that this condition implies the 
~ A A 

consistency and asymptotic normality of K2 (a,S). Also, the condi-

tion is obviously necessary, since otherwise the information is 

bounded. 
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7. Appendix. 

In Leonov & Shiryaev (1959) a method of calculating cumulants of 

polynomials in terms of the original cumulants was derived. We 

shall shortly review the method. Consider the table 

(l,l), ... ,(l,nl ) 

(7 .1) 

(k , 1) , ••• , (k, n k ) 

and let P l U .00 U Pm be a partition of its entries. Two sets, Pl 

and P 2 say, of the partition is said to hook, if there exists an 

i E {l, ... ,k} and a pair jl,j2 E {l, ... ,ni }, such that (i,jl) E P l 

and (i,j2) EP 2 0 Two sets (P l and P 2 ) are said to communicate, if 

there exists a sequence P , ... ,P ; 
ml ms 

P l = P 'P2 = P ,such that 
ml ms 

P m. 
l 

and P hook for i = 1, ... ,s - 1. The partition is said to be 
mi +l 

indecomposable if any pair of the partition communicates. 

Consider a polynomial 

( 7.2) 

where X E JRk is a random vector having finite (nO',) , th absolute 

moment, and Aj E Bj (JRk , JRm) , j = 1, ... ,no 

We shall be concerned with the calculation of K , the O','th cumua 

lant of Y. Since K is determined by the values K (t' a), t E IRm , 
a a 

which is the O','th cumulant of < t,Y> , we may assume that Y is 

one-dimensional. Raise Y to the power a and consider one of its 

terms, say 

n n 
Z=A (X' 1) ••• An (X' a) 

n l a 
( 7.3) 
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Arrange the X's in a table of the form 

(1,1), ... , (l,nl ) 

(a,l), ... ,(a,n) 
a 

(7.4) 

in which each entry corresponds to one X. Let 'IT = PI U ••• U Pm be a 

partition of the table (7.4), and define for each P., X(P.) as 
J J 

the IPjl 'th cumulant of X, where IPjl is the number of elements 

of (IRk) nl + ... + na 
of P .. Also let X(n) be the multilinear form 

J 

into IR, given by 

(x('IT)) (tll,···,tl , ... ,t l, ... ,t n l a ana 

m 
= IT (X (p . ) ) ( (t 1 ), (lm) E P . ) 

j=l J m J 

The result of Leonov & Shiryaev (1959) is stated in the following 

lemma. 

Lemma 7.1. With notation as above 

** L: <X('IT), 
IT 

(A , ••• ,A ) > 
n l na 

(7 .5) 

* where L: is the summation over all sequences (nl, ... ,na ) E 

a ** {l, ... ,n} , L: is the summation over all indecomposable parti-

tions of (7.4), and when A,B are l\J-linear mappings of (IRk)N +IR, 

we define 

< A , B > = L: A ( el' . . . , eN ) B ( el' . . . , eN ) 

where the summation is over all ordered sequences of the canoni-
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cal base-vectors in IRk. 

In Leonov & Shiryaev (1959) the result is formulated in terms of 

coordinates, which is convenient for computations, but the result 

above is convenient for theoretical considerations. In particular 

it is seen, that the terms of the sum in (7.5) are bounded by 

In a 
IT 11 X(P.)II IT IIA 11, a result which is used in the proof of 

j=l J i=l n i 

~heorem 3.2, combined with the fact that only indecomposable par-

titions contribute to Kao For computations usually the first six 

cumulants will do. These may be found in James & Mayne (1962). 
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