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ABSTRACT. Based on the assumption that a sequence of distributions can be approximated to a certain order of accuracy by an Edgeworth series, it is proved that such an expansion may be transformed by a sequence of smooth functions of the corresponding random vectors to yield another Edgeworth expansion of the resulting sequence of distributions. This expansion may be calculated from the moments obtained by the delta method, i.e. the moments formally calculated from a Taylor series expansion omitting terms of low order. It is briefly sketched how this method may be used to obtain Edgeworth expansions of maximum likelihood estimators based on independent but not identically distributed random vectors. A simple example of this kind is given.
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## 1. Introduction.

The aim of the present paper is to provide the tools for Edgeworth expansions of distributions of statistics in non-standard cases, in particular connected with independent, but not identically distributed observations. The main result, presented in section 3, is a generalisation of a resent result by Bhattacharya \& Ghosh (1978) concerning transformation of an Edgeworth expansion by a smooth function. The line of proof used to establish Theorem 3.2 is the one used in the above mentioned paper.

The usefulness of the theorem emerges from the following example. Let $P_{\theta}$ be a distribution with density $\exp \{\langle\theta, \mathrm{x}\rangle-\psi(\theta)\}$ with respect to some measure $\mu$ on $\mathbb{R}^{k}, x, \theta \in \mathbb{R}^{k}$, and let $x_{1}, x_{2}, \ldots$ be independent, $x_{i}$ distributed as $P_{\theta_{i}}, \theta_{i}=a_{i}(\beta), \beta \in \mathbb{R}^{m}$ and $a_{i}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ linear. The maximum likelihood estimate $\hat{\beta}_{n}$ of $\beta$ based on $x_{1}, \ldots, x_{n}$ is given by the equation

$$
\tau_{n}\left(\hat{\beta}_{n}\right)=\sum_{i=1}^{n} a_{i}^{*}\left(x_{i}\right)
$$

where $a_{i}^{*}$ is the adjoint of $a_{i}$, and $\tau_{n}(\beta)=\sum_{i=1}^{n} a_{i} E_{\beta}\left\{x_{i}\right\}$. As a sum of independent random variables the distribution of $\sum_{i=1}^{n} a_{i}{ }^{*}\left(X_{i}\right)$ can often be expanded in an Edgeworth series. Thus, if we are able to transform such an expansion (by $\tau_{n}^{-1}$ ), we can obtain an expansion of the distribution of $\hat{\beta}_{n}$. An example of this kind is given in Section 6. In Skovgaard (1980) the results are applied in greater generality to obtain an expansion of the distribution of the maximum likelihood estimator.

Section 2 provides the notation used in the paper. In Section 3 we present the main theorem, and a lemma, which, besides being used in the proof, may be used to verify the assumptions of the theorem. The content of the theorem, which generalizes Theorem 2 in Bhattacharya \& Ghosh (1978), is that a valid Edgeworth expansion may be transformed by a sequence of sufficiently smooth functions to yield another valid Edgeworth expansion. This may be done by the so-called delta method, in which moments of a function of a random vector are formally calculated from a Taylor series expansion of the function. The conditions needed are essentially conditions on the derivatives of the functions. The proof and the calculation of the final expansion is much relieved by a theorem of Leonov \& Shiryaev (1959) on the calculation of cumulants of polynomials of random vectors. This result is reviewed in the appendix.

Section 4 contains proofs of the results in Section 3 and some lemmas, which may be of independent interest. In Section 5 we reformulate the classical results on Edgeworth expansions of densities in terms of cumulants and characteristic functions of the sequence of distributions to be expanded. This is done merely by going through the classical proofs and picking out the necessary assumptions. These assumptions are at an "earlier stage" than usual, in the sense that the classical results may be proved by veryfying the assumptions in the cases usually considered. However, the derived theorem may be used in other cases as well, e.g. dependent observations, or independent observations not satisfying the usual moment conditions.

## 2. Notation.

To a large extent we shall follow the notation used in Bhattacharya \& Rao (1976). The major exception is that we replace partial derivatives by differential forms. When $x=\left(x_{1}, \ldots, x_{k}\right)$ and $y \in\left(y_{1}, \ldots, y_{k}\right), x, y \in \mathbb{R}^{k}$, we define

$$
\begin{align*}
&\langle x, y\rangle=\sum_{i=1}^{k} x_{i} y_{i},\|x\|=\langle x, x\rangle^{\frac{1}{2}}  \tag{2.1}\\
& x^{\prime}  \tag{2.2}\\
& \\
& m=(x, \ldots, x) \in\left(\mathbb{R}^{k}\right)^{m}, \quad m \in \mathbb{N}
\end{align*}
$$

$B_{k}$ denotes the Borel system on $\mathbb{R}^{k}$.

Let $f$ be a function of $E$ into $F$, where $E$ and $F$ are Euclidean vector spaces. The class $C^{S}(E, F)$ is the class of $s$ times continuously differentiable functions. For $f \in C^{S}(E, F)$ we define $D^{p} f(x): E^{p} \rightarrow F$, the p'th differential of $f$ taken at $x$, as the symmetric p-linear function satisfying

$$
\begin{equation*}
D^{p} f(x)\left(t^{p}\right)=\left.\frac{d^{p}}{d h^{p}} f(x+h t)\right|_{h=0}, \quad t \in E, h \in \mathbb{R} \tag{2.3}
\end{equation*}
$$

$B_{p}(E, F)$ is the class of symmetric $p$-linear functions of $E^{p}$ into $F$, and if $A \in B_{p}(E, F)$ we define

$$
\begin{equation*}
\|A\|=\sup \left\{A\left(x^{\prime} p\right) \quad \mid\|x\| \leq 1\right\} \tag{2.4}
\end{equation*}
$$

If $A \in B_{2}(\mathbb{E}, \mathbb{R})$ we shall not distinguish between this and the function (also denoted by A) A: E $\rightarrow$ E defined by $\langle A(x), y\rangle=$ $A(x, y), x, y \in E ;$ thus $A \in H o m(E, E)$, the class of linear functions of $E$ into $E$. If $A \in H o m(E, F), A^{*}$ denotes its adjoint, i.e. $\langle A(x), y>=$ $<x, A^{*}(y)>. l_{E}$ denotes the identity map on $E$.

Cumulants and moments are defined as multi-linear symmetric forms,
e.g. "p the $p$ 'th moment of the random vector $x \in \mathbb{R}^{k}$, is given by

$$
\begin{equation*}
\mu_{p}\left(t^{\prime p}\right)=E\left\{\left\langlet, x>p_{\}}, \quad t \in \mathbb{R}^{k}\right.\right. \tag{2.5}
\end{equation*}
$$

where E\{...\} denotes expectation. By linearity we extend the definition of multivariate forms to allow for multiplication by complex numbers, e.g. if $A \in B_{p}(E, \mathbb{R})$ and $x \in E$, then $A((i x), p)=$ ${ }_{i} \mathrm{p}_{\mathrm{A}}\left(\mathrm{x}^{\prime}{ }^{\mathrm{p}}\right)$.

Polynomials of $E$ into $F$ are mappings of the form

$$
\begin{equation*}
x \rightarrow A_{0}+A_{1}(x)+\ldots+A_{n}\left(x^{\prime}\right), \quad x \in E \tag{2.6}
\end{equation*}
$$

where $A_{0} \in F, A_{i} \in B_{i}(E, F), i=1, \ldots, n . n$ is the degree of the polynomial and the A's are the coefficients.

The standard normal density on $\mathbb{R}^{k}$ is denoted $\phi$ and $\dot{\phi}_{\mu, \Sigma}$ is the normal density with mean $\mu \in \mathbb{R}^{k}$, and variance $\Sigma \in B_{2}\left(\mathbb{R}^{k}, \mathbb{R}\right)$.

The Cramér-Edgeworth polynomials $\widetilde{\mathrm{P}}_{\mathrm{r}}$ are as usual defined by the formal identity

$$
\begin{equation*}
\sum_{r=0}^{\infty} u^{r} \widetilde{P}_{r}\left(z:\left\{x_{j}\right\}\right)=\exp \left\{\sum_{r=1}^{\infty} u^{r} \chi_{r+2}\left(z^{, r+2}\right) /(r+2):\right\} \tag{2.7}
\end{equation*}
$$

where $\left(X_{j}\right), j \in \mathbb{N}$ are the cumulants of a distribution. Also, if $\Sigma \in B_{2}\left(\mathbb{R}^{k}, \mathbb{R}\right)$ is regular, $P_{r}\left(-\phi_{0, \Sigma}:\left\{\chi_{j}\right\}\right)$ is the density of the finite signed measure with characteristic function $\widetilde{P}_{r}\left(i t:\left\{\chi_{j}\right\}\right)$. $\exp \left\{-\frac{1}{2} \Sigma(t, t)\right\}, ~ o b t a i n e d ~ b y ~ f o r m a l l y ~ s u b s t i t u t i n g ~ t h e ~ d i f f e r e n-~$ tial operator for $(-i t)$ in $\widetilde{P}_{r}\left(i t:\left\{\chi_{j}\right\}\right)$, and using this on $\phi_{0, \Sigma}$. In particular $P_{r}\left(-\phi_{0, \Sigma}:\left\{\chi_{j}\right\}\right)(x)$ is a polynomial in $x \in \mathbb{R}^{k}$ multiplied by $\phi_{0, \Sigma}(x)$.

The order symbols o and O are unless otherwise stated used as $\mathrm{n} \rightarrow \infty$, i.e. if f and g are functions of $\mathbb{N}$ into normed spaces, then $\mathrm{f}=\mathrm{O}(\mathrm{g})$ if there exists a constant $\mathrm{C}>0$ such that $\|f(n)\| \leq C\|g(n)\|$ for all $n \in \mathbb{N}$, and $f=o(g)$ if to each $\varepsilon>0$ an $n_{0} \in \mathbb{N}$ exists, such that $\|f(n)\| \leq \varepsilon\|g(n)\|$ when $n \geq n_{0}$.

## 3. Main Results.

Suppose we have established an asymptotic expansion of the distributions of $\left(U_{n}\right), n \in \mathbb{N}$ of the form

$$
\begin{align*}
P\left\{U_{n} \in B\right\}= & \delta_{B} \xi_{n}(u) d u+o\left(\beta_{s, n}\right) \text { as } n \rightarrow \infty \\
& \text { uniformly in } B \in B_{k} \tag{3.1}
\end{align*}
$$

where $s \geq 3, E\left\{\left\|U_{n}\right\|^{s}\right\}<+\infty$,

$$
\begin{gather*}
\xi_{n}(u)=\sum_{r=0}^{s-2} P_{r}\left(-\phi:\left\{\chi_{v, n}\right\}\right)(u)  \tag{3.2}\\
\beta_{s, n}=\left(\sup \left\{\left\|\chi_{v, n}\right\|^{l /(\nu-2)} \mid 3 \leq \nu \leq s\right\}\right)^{s-2}=0(1) \tag{3.3}
\end{gather*}
$$

and $\left(X_{\nu, n}\right), I \leq \nu \leq s$ are the cumulants of $U_{n}$, satisfying $X_{1, n}=0$, $x_{2, n}=l_{\mathbb{R}} k$. The reader may think of $U_{n}$ as a normalized sum of independent identically distributed random vectors, in which case $\beta_{s, n}$ is of order $n^{-(s-2) / 2}$, since $\chi_{\nu, n}$ is $O\left(n^{-(\nu-2) / 2}\right)$.

Consider a sequence $\left(g_{n}\right), n \in \mathbb{N}$ of functions of $\mathbb{R}^{k}$ into $\mathbb{R}^{m}, m \leq k$, p times differentiable at zero, ( $p \geq 2$ ), and satisfying

$$
\begin{equation*}
g_{n}(0)=0 \text { and } \operatorname{Dg}_{\mathrm{n}}(0) \text { is of rank } \mathrm{m} \tag{3.4}
\end{equation*}
$$

and suppose, that we want to approximate the distribution of $g_{n}\left(U_{n}\right)$ by some expansion as $n \rightarrow \infty$. Obviously, in this expansion we can only hope for an error term, which is at most as accurate as the error term in (3.1).

Define

$$
\begin{equation*}
f_{n}=B_{n}^{-1} g_{n}, \quad B_{n}^{2}=\left(D g_{n}(0)\right)\left(D g_{n}(0)\right)^{*} \tag{3.5}
\end{equation*}
$$

such that $\mathrm{f}_{\mathrm{n}}\left(\mathrm{U}_{\mathrm{n}}\right)$ has asymptotic variance $\mathrm{l}_{\mathbb{R}}{ }^{m}$. We shall prove, that under certain conditions on the derivatives of $g_{n}$, a valid expansion of the distribution of $f_{n}\left(U_{n}\right)$ may be constructed from the moments of $f_{n}\left(U_{n}\right)$ obtained formally by the delta method. Consider the Taylor series expansion of $f_{n}\left(U_{n}\right)$

$$
\begin{equation*}
y_{n}=\sum_{j=1}^{p-1} \frac{1}{j!}\left(D^{j_{f}}(0)\right)\left(U_{n}^{\prime j}\right) \tag{3.6}
\end{equation*}
$$

Since $Y_{n}$ is a polynomial in $U_{n}$, it is in principle easy to compute its moments. An Edgeworth expansion constructed from these moments may in turn be used as an approximation to the distribution of $f_{n}\left(U_{n}\right)$. There are, however, some problems. First of all the computation may involve moments of $U_{n}$ of higher order than $s$. This problem is resolved by defining the formal cumulants of $\mathrm{U}_{\mathrm{n}}$, such that the $j$ 'th formal cumulant of $U_{n}$ is identical to the cumulant of $U_{n}$, when $j \leq s$, otherwise it is zero. Also we define the formal moments of $U_{n}$ (and thereby $Y_{n}$ ) in terms of the formal cumulants by the well known formula connecting moments and cumu-lants.

Let $\left(\kappa_{\nu, n}\right), l \leq \nu \leq q, n \in \mathbb{N}$ be the cumulants of $Y_{n}$ computed from the first $q$ formal moments of $Y_{n}$. Also let

$$
\begin{equation*}
\tilde{\kappa}_{v, n}=\kappa_{v, n}+o\left(\beta_{s, n}\right), \quad 1 \leq v \leq q \tag{3.7}
\end{equation*}
$$

be some approximations to these cumulants. Thus if the cumulants are calculated as a sum of terms, e.g. by the method of Leonov \& Shiryaev (1959) described in the appendix, terms of order $o\left(\beta_{s, n}\right)$ may be omitted. In particular the cumulants $\tilde{\kappa}_{\nu, n}$ satisfying (1.10) and (1.11) in Bhattacharya \& Ghosh (1978) satisfy (3.7).

Let $n_{n}$ be the density of the finite signed measure with characteristic function

$$
\begin{equation*}
\hat{\eta}_{n}(t)=\exp \left\{i<t, \tilde{\kappa}_{1, n}>-\frac{1}{2} \tilde{k}_{2, n}(t, t)\right\} \sum_{r=0}^{q-2} \widetilde{P}_{r}\left(i t:\left\{\tilde{\kappa}_{v, n}\right\}\right) \tag{3.8}
\end{equation*}
$$

when $\tilde{\kappa}_{2, n}$ is regular; otherwise we may define $n_{n}$ as identically zero.

The validity of the delta method and the problem, how to choose $q$ is solved by the Theorem 3.2 below. Also, notice that (3.7) determines the accuracy to be used, when calculating moments of $Y_{n}$. Define

$$
\begin{gather*}
\rho_{\mathrm{n}}(\alpha)=\left((2+\alpha) \log \beta_{\mathrm{s}, \mathrm{n}}^{-1}\right)^{\frac{1}{2}}, \quad \alpha>0  \tag{3.9}\\
H_{\mathrm{n}}(\alpha)=\left\{t \in \mathbb{R}^{k} \mid\|t\| \leq \rho_{\mathrm{n}}(\alpha)\right\}, \alpha>0 \tag{3.10}
\end{gather*}
$$

such that, according to Lemma 4.l, integrals of polynomials multiplied by $\xi_{n}$ outsicie $H_{n}(\alpha)$ are $o\left(\beta_{s, n}\right)$.

Assumptions 3.1. There exists an $\alpha>0$, such that for all sufficiently large $n$, we have
I. $f_{n}$ is $p$ times continuously differentiable on $H_{n}(\alpha)$, and

$$
\begin{equation*}
\sup \left\{\left.\left\|D_{f_{n}}(t)\right\|\right|_{t \in H_{n}}(\alpha)\right\}=o\left(\beta_{s, n}\right) \tag{3.11}
\end{equation*}
$$

II. Define $\lambda_{n}=\sup \left\{\left(\left\|D^{j_{f}}(0)\right\| / j!\right)^{l /(j-1)} \mid 2 \leq j \leq p-1\right\}$. Then

$$
\begin{equation*}
\lambda_{\mathrm{n}}^{\mathrm{p}-1}=o\left(\beta_{\mathrm{s}, \mathrm{n}}\right) \tag{3.12}
\end{equation*}
$$

Theorem 3.2. Suppose, that Assumptions 3.1 are fulfilled. Then, if $\lambda_{n}^{q-1}=O\left(\beta_{s, n}\right)$ and $q \geq s$

$$
\begin{align*}
P\left\{f_{n}\left(U_{n}\right) \in B\right\}= & \int_{B} \eta_{n}(u) d u+o\left(\beta_{S, n}\right) \\
& \text { uniformly in } B \in B_{m} \tag{3.13}
\end{align*}
$$

In particular, (3.13) holds if $q=\max \{p, s\}$.

Remark 3.3. In Bhattacharya \& Ghosh (1978), $U_{n}$ equals $\sqrt{n} \cdot \bar{X}_{n}$, where $\bar{X}_{n}$ is an average of $n$ i.i.d. random vectors, and $f_{n}\left(U_{n}\right)=$ $\sqrt{n} f\left(\bar{X}_{n}\right)$, such that $\left\|D^{j} f_{n}(t)\right\|$ is of order $\sqrt{n}^{-(j-l)}$, where defined. If the distribution of $\bar{X}_{n}$ can be expanded in an Edgeworth series of the form (3.1) with $\beta_{s, n}$ of order $n^{-(s-2) / 2}$, then (3.13) holds with $q=p=s$. Also, in general, when $p$ is chosen as the smallest integer, not less than $s$, satisfying (3.12), then we obtain the remarkably simple result, that one more cumulant is to be calculated, than the number of terms in the Taylor series expansion of $f_{n}\left(U_{n}\right)$.

Remark 3.4. From the proof of the theorem it is easily seen, that if (3.1) only holds uniformly over any class $C$ of Borel sets satisfying

$$
\sup _{B \in \mathcal{C}} \int_{(\partial B)} \varepsilon \phi(u) d u=O(\varepsilon) \text { as } \varepsilon \rightarrow 0
$$

where $(\partial B)^{\varepsilon}=\left\{\left.t \in \mathbb{R}^{k}\right|_{\exists} u \in B:\|t-u\| \leq \varepsilon\right\}$, then (3.13) also holds uniformly over any such class.

Lemma 3.5. Let Assumptions 3.1 be fulfilled and $k=m$, then for $n$ large enough, $f_{n}$ restricted to $H_{n}(\alpha)$ is one-to-one on its image, which contains $H_{n}\left(\alpha_{1}\right)$ for some $\alpha_{1}>0$. The inverse function also satisfies Assumptions 3.1. Conversely, if $\left(h_{n}\right), n \in \mathbb{N}$ is a sequence
of functions, locally (around zero) inverse to ( $\mathrm{f}_{\mathrm{n}}$ ), and satisfying the Assumptions 3.1, then also ( $\mathrm{f}_{\mathrm{n}}$ ) satisfies the assumptions.

Remark 3.6. The lemma may be helpful in proving (3.11) and (3.12) in applications, where the transformations are given in terms of $\left(f_{n}^{-l}\right)$, e.g. the example in the introduction. If the functions ( $f_{n}$ ) are analytic on $\left(H_{n}(\alpha)\right)$, and if $\tilde{\lambda}_{n}=\sup \left\{\left(\left\|D^{j} f_{n}(0)\right\| / j!\right)^{l /(j-l)}\right.$, $2 \leq j\}$ satisfies $\tilde{\lambda}_{n}^{p-1}=O\left(\beta_{s, n}\right)$, then (3.11) and (3.12) are fulfilled. (3.11) is verified by noting that $\rho_{n}(\alpha)$ is less than the radius of convergence of the Taylor series expansion of $f_{n}$, when $n$ is sufficiently large; thus $D^{\mathrm{P}_{\mathrm{n}}}(\mathrm{t})$ can be written as a convergent series. Evaluating this, the result follows. The condition $\tilde{\lambda}_{n}^{p-1}=o\left(\beta_{s, n}\right)$ may be verified by verifying the same condition for the functions $\left(f_{n}^{-l}\right)$. This is seen from Lemma 4.3.

Remark 3.7. It is seen from the proof, that the normalization (3.5) of $g_{n}\left(U_{n}\right)$ may be replaced by any other normalization giving asymptotic variance one. Also the index $n \in \mathbb{I N}$ appearing throughout may be replaced by any set directed to the right, e.g. a projective system.

Remark 3.8. In applications the functions ( $\mathrm{f}_{\mathrm{n}}$ ) may be stochastic. In this case the conditions (3.11) and (3.12) need only be fulfilled with probability $1-o\left(\beta_{s, n}\right)$.

First, we prove some auxiliary lemmas, and then we return to the proofs of Lemma 3.5 and Theorem 3.2.

Lemma 4.1. Let $A \in B_{p}\left(\mathbb{R}^{k}, \mathbb{R}\right), p \in \mathbb{N}$. Then

$$
\begin{align*}
& \iint_{u \|} \| A\left(u^{\prime} p\right) \mid \phi(u) d u \\
& \quad \leq\|A\| \exp \left\{-\frac{1}{2} c^{2}\right\}\left(2^{p / 2} c^{k+p-2}+2^{(k+2 p-2) / 2} \Gamma\left(\frac{k+p}{2}\right)\right) / \Gamma\left(\frac{k}{2}\right)
\end{align*}
$$

where $\Gamma$ is the gamma function.
Proof. Use the inequality $\left|A\left(u^{p}\right)\right| \leq\|A\|\|u\|^{p}$ and transform to a one-dimensional integral in $\|u\|$. Using the inequality $(c+\|u\|-c)^{\alpha} \leq(2 c)^{\alpha}+(2(\|u\|-c))^{\alpha}, \alpha>0$, the result follows by integration.

Lemma 4.2. The finite signed measures with densities $\left(\xi_{n}\right)$ given by (3.2) have moments $\left(\alpha_{j, n}\right), j, n \in \mathbb{N}$ of all orders, satisfying

$$
\left\|\alpha_{j, n}-\mu_{j, n}\right\|= \begin{cases}0 & \text { if } \quad 1 \leq j \leq s  \tag{4.2}\\ O\left(\beta_{s, n}\right. & (s-1) /(s-2))\end{cases}
$$

where $\left(\mu_{j, n}\right), j \in \mathbb{N}$ are the formal moments of $U_{n}$. Proof. By differentiating $\exp \left\{-\frac{1}{2}\|z\|^{2}\right\} \sum_{r=0}^{s-2} \widetilde{P}_{r}\left(z:\left\{\chi_{v, n}\right\}\right), j$ times, it is seen, that the value at zero coincides with the general formula for moments in terms of cumulants, except for terms of order $O\left(\beta_{s, n}(s-l) /(s-2)\right.$, when the cumulants are the formal cumulants of $U_{n}$. Lemma 4.3. Let $h_{n}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ be $s$ times differentiable at $t \in \mathbb{R}^{k}$, $s \geq 2$, and suppose that $\mathrm{Dh}_{n}(t)$ is regular. Then $h_{n}$ is one-to-one in a
neighbourhood of $t$, and if $h_{n}^{-1}$ is an inverse of $h_{n}$ restricted to this set, then $h_{n}^{-1}$ is $s$ times differentiable at $u=h_{n}(t)$, and for $2 \leq j \leq s$
$D^{j} h_{n}^{-1}(u)=$
$\sum_{\nu \in T(j-1)}\left[\left(j-1+\sum v_{i}\right)!/ \prod_{i=1}^{j-1} v_{i}!(i+1)!^{\nu_{i}}\right] D_{n}(t)^{-1}{ }_{o S}\left[D_{2}^{, \nu_{1}}, \ldots, D_{j}^{, \nu_{j-1}}\right]$
where $T(j-1)=\left\{\left.\left(\nu_{1}, \ldots, \nu_{j-l}\right)\right|_{i=1} ^{j-l} i \nu_{i}=j-1\right\}$,
$D_{i}=-D^{i^{\prime}} h_{n}(t) \circ\left(D h_{n}(t)^{-1}\right)^{\prime i} \in B_{i}\left(\mathbb{R}^{k}, \mathbb{R}^{k}\right)$ and $S\left[D_{2}^{, \nu}{ }_{l}, \ldots, D_{j}^{, \nu}{ }_{j-1}\right]$
is some convex combination of compositions of the $\Sigma v_{i}$ arguments If $k=1$ any such composition is just the product, such that $S$ itself reduces to the product.

Comment. An example is $S\left[D_{2}^{\prime 3}\right]\left(x^{\prime}\right)^{4}$
$=\frac{1}{5} D_{2}\left(D_{2}(x, x)^{\prime 2}\right)+\frac{4}{5} D_{2}\left(x, D_{2}\left(x, D_{2}(x, x)\right)\right)$. A general formula is not known, but for our application the important thing is that $\left\|S\left[D_{2}^{\prime \nu_{1}}, \ldots, D_{j}^{, \nu_{j-1}}\right]\right\| \leq\left\|D_{2}\right\|^{\nu_{1}} \ldots\left\|D_{j}\right\|^{\nu_{j-1}}$.

Proof. The theorem is well known except for formula (4.3). We shall only give the proof in the case $k=1$, since the general case is proved in the same way. The only difference arises because of the non-commutativity of the $D_{j}$ 's, but since we have not stated the form of $S$, this causes no trouble. The theorem is proved by induction. The formula is easily verified for $j=1,2$. Let $j>2$ and suppose the formula holds for $D^{j-1} h_{n}^{-1}(u)$. Replacing $t$ by $h_{n}^{-1}(u)$ we may differentiate both sides with respect to $u$ to obtain $D^{j} h_{n}^{-l}(u)$. Obviously, each term in the formula for $D^{j_{h}} h_{n}^{-1}(u)$ will be of the form

$$
c(v)\left(D h_{n}(t)^{-1}\right)^{j+\sum v_{i}}\left(-D^{2} h_{n}(t)\right)^{v_{1}} \ldots\left(-D^{j} h_{n}(t)\right)^{\nu_{j-1}}
$$

with $\nu \in T(j-1)$. Such a term occurs only as derivative of a corresponding term with $\nu$ replaced by $\mu \in T(j-2)$ satisfying either $\mu_{2}=v_{2}-1, \mu_{i}=v_{i}$ for $i \geq 3$ or $\mu_{i}=v_{i+1}, \mu_{i+1}=v_{i+1}-1$ for some $i \geq 2$ and $\mu_{k}=\nu_{k}$ for $k \neq i, i+1$. Using the formula (4.3) for $c(\mu)$ and adding the contributions from different $\mu$ 's proves the formula.

Lemma 4.4. Suppose Assumptions 3.1 are fulfilled, and that $\operatorname{Dg}_{\mathrm{n}}(0)=1_{\mathbb{R}^{2}} \mathrm{k} \quad(\mathrm{k}=\mathrm{m})$. Then with $\alpha$ as in these
(a)

$$
\begin{gather*}
f_{n}(t)=t+\sum_{j=2}^{p-1} \frac{l}{j!}\left(D^{j_{f}}(0)\right)\left(t^{\prime} j^{j}\right)+\|t\|^{p} \circ\left(\beta_{s, n}\right)=t+o(l) \\
\underline{\text { uniformly in }} t \in H_{n}(\alpha) \tag{4.4}
\end{gather*}
$$

(b) $\quad D f_{n}(t)=l_{\mathbb{R}^{k}}^{k+\sum_{j=2}^{p-1} \frac{1}{(j-1)}:\left(D^{j} f_{n}(0)\right)\left(t^{\prime j-1}\right)+\|t\|^{p-1} \quad o\left(\beta_{s, n}\right), ~(1)}$

$$
\begin{equation*}
=l_{\mathbb{R}^{\prime}} \mathrm{k}+\mathrm{o}(1) \quad \text { uniformly in } t \in H_{\mathrm{n}}(\alpha) \tag{4.5}
\end{equation*}
$$

Proof. The first equation in (4.4) and (4.5) is merely a Taylorseries expansion, estimating the error term by (3.11). The second equation follows by noting that $\rho_{n}(\alpha) \rightarrow \infty$ slower than any power of $\beta_{s, n}$, and that $\lambda_{n}=o\left(\beta_{s, n} l /(p-1)\right.$.

Proof of Lemma 3.5. Suppose ( $\mathrm{f}_{\mathrm{n}}$ ) satisfies the Assumptions 3.1. By (4.5) an $n_{0} \in \mathbb{N}$ exists, such that for $n \geq n_{0}$ $\sup \left\{\left\|D f_{n}(t)-I_{\mathbb{R}^{\prime}} k\right\| \mid t \in H_{n}(\alpha)\right\} \leq \frac{1}{2}$. Hence, if $t_{1}, t_{2} \in H_{n}(\alpha)$

$$
\left\|f_{n}\left(t_{1}\right)-f_{n}\left(t_{2}\right)\right\|=\left\|t_{1}-t_{2}\right\|+\frac{1}{2} \theta\left\|t_{1}-t_{2}\right\| \geq \frac{1}{2}\left\|t_{1}-t_{2}\right\|,
$$

where $\theta \varepsilon[-1,1]$, proving that $f_{n}$ is one-to-one. Next, if $\alpha_{1}<\alpha$ and $H^{0}$ denotes the interior of $H$, (4.4) shows that for $n$ large $H_{n}\left(\alpha_{1}\right) \cap f_{n}\left(H_{n}^{0}(\alpha)\right)=H_{n}\left(\alpha_{1}\right) \cap f_{n}\left(H_{n}(\alpha)\right)$, which is closed relative to $H_{n}\left(\alpha_{1}\right)$. Also, this set is open relative to $H_{n}\left(\alpha_{1}\right)$ when $n \geq n_{0}$, because $D f_{n}(t)$ is regular on $H_{n}^{0}(\alpha)$. Since $H_{n}\left(\alpha_{1}\right)$ is connected, we conclude that $H_{n}\left(\alpha_{1}\right) \subseteq f_{n}\left(H_{n}(\alpha)\right)$. Thus an inverse $f_{n}^{-1}$ of $f_{n}^{\prime \prime s}$ restriction to $H_{n}(\alpha)$ exists, and is defined on $H_{n}\left(\alpha_{1}\right)$. Also, by (4.3) and (3.12) $\left\|D^{j} f_{n}^{-l}(0)\right\|=O\left(\lambda_{n}^{j-1}\right)$, if $2 \leq j \leq p-1$. Itis seen, e.g. from (4.4), that $\left\|D^{i+1} f_{n}(t)\right\|=O\left(\lambda_{n}^{i-1}\right)$ uniformly in $t \in H_{n}(\alpha)$, $1 \leq i \leq p-2$, such that Lemma 4.3 together with (3.11) and (3.12) implies

$$
\left\|D^{p} f_{n}^{-1}(u)\right\|=o\left(\lambda_{n}^{p-1}\right)+o\left(\beta_{s, n}\right)=o\left(\beta_{s, n}\right) \quad, \quad u \in f_{n}\left(H_{n}(\alpha)\right)
$$

The second half of the lemma follows from the first.

Lemma 4.5. Suppose ${ }^{P_{1, n}}$ and $P_{2, n}$ are sequences of signed measures with densities on $\mathbb{R}^{k}$

$$
\begin{equation*}
\left(\sum_{j=0}^{M} A_{j, n}^{(i)}\left(x^{\prime} j\right)\right) \phi(x), i=1,2, n \in \mathbb{N}, A_{j, n}^{(i)} \in B_{j}\left(\mathbb{R}^{k}, \mathbb{R}\right) \tag{4.6}
\end{equation*}
$$

with respect to the Lebesque measure. Assume, that all integrals of the form

$$
\int_{\mathbb{R}^{k}} A\left(x^{\prime p}\right) d\left(P_{1, n}-P_{2, n}\right)(x), p \in \mathbb{N}, A \in B_{p}\left(\mathbb{R}^{k}, \mathbb{R}\right)
$$

are $O\left(\varepsilon_{n}\right)$ as $n \rightarrow \infty$, where $\left(\varepsilon_{n}\right)$ is a sequence of non-negative numbers. Then

$$
\begin{equation*}
\left|P_{1, n}(B)-P_{2, n}(B)\right|=O\left(\varepsilon_{n}\right) \quad \text { uniformly in } B \in B_{k} \tag{4.7}
\end{equation*}
$$

Proof. Writing $\sum_{j=0}^{M}\left(A_{j, n}^{(1)}-A_{j, n}^{(2)}\right)\left(x^{\prime}\right)^{j}$ in terms of multivariate Hermite-polynomials, the orthogonal property of these, combined with the assumption, ensures that $\left\|A_{j, n}^{(1)}-A_{j, n}^{(2)}\right\|=O\left(\varepsilon_{n}\right)$ as $n \rightarrow \infty$. Thus

$$
\begin{aligned}
& \left|P_{1, n}(B)-P_{2, n}(B)\right|=\left|\int_{B} \sum_{j=0}^{M}\left(A_{j, n}^{(1)}-A_{j, n}^{(2)}\right)\left(x^{\prime} j\right) \phi(x) d x\right| \\
& \leq \sum_{j=0}^{M}\left\|A_{j, n}^{(1)}-A_{j, n}^{(2)}\right\| \int_{\mathbb{R}^{k}}\|x\|^{j} \phi(x) d x=O\left(\varepsilon_{n}\right)
\end{aligned}
$$

$$
\text { uniformly in } B \in B_{k}
$$

Sketch of the proof of Theorem 3.2. First assume $\operatorname{Dg}_{\mathrm{n}}(0)=1_{\mathbb{R}^{\prime}} \mathrm{k}^{\prime}(\mathrm{k}=\mathrm{m})$. (a) By transforming the density $\xi_{\mathrm{n}}$ it is proved that an expansion, $\left(\tilde{n}_{n}\right)$ say, of the distribution of $f_{n}\left(U_{n}\right)$ exists, $\left(\tilde{n}_{n}\right)$ of the form (4.6) with an error term of order o( $\beta_{s, n}$ ). (b) Moments computed in $\left(\tilde{n}_{n}\right)$ are equivalent (i.e. identical except for an error term of order $O\left(\beta_{s, n}\right)$ ) to the $\left(\xi_{n}\right)$ moments of the Taylor series approximation $Y_{n}$ of $f_{n}\left(U_{n}\right)$. (c) By Lemma 4.2 the $\left(\xi_{n}\right)$ moments of $Y_{n}$ are equivalent to the formal moments of $Y_{n}$. (d) The formal moments are equivalent to the $\left(\eta_{n}\right)$ moments, where $\left(\eta_{n}\right)$ is given by (3.8). This result is obtained by use of a result by Leonov \& Shiryaev (1959) described in the appendix, on cumulants of polynomials of random vectors in terms of the original cumulants. (e) By Lemma 4.5 the theorem follows in the case $\operatorname{Dg}_{\mathrm{n}}(0)=\mathrm{I}_{\mathbb{R}} \mathrm{k}$ and the general case is proved by supplementing the map $f_{n}$ by a linear mapping $p_{n}$, such that ( $f_{n}, p_{n}$ ) is locally one-to-one. Using this result the general theorem follows by a linear transformation of the expansion.

Lemma 4.6. Let the Assumptions 3.1 be fulfilled and suppose

$$
\begin{align*}
& \operatorname{Dg}_{\mathrm{n}}(0)=\mathrm{I}_{\mathbb{R}^{k}} \quad \text { Then } \\
& P\left\{f_{n}\left(U_{n}\right) \in B\right\}=\int_{B}\left(I+Q_{1, n}(z)\right) \phi(z) d z+o\left(\beta_{S, n}\right) \\
& \text { uniformly in } B \in B_{k} \tag{4.8}
\end{align*}
$$

where $\left(Q_{1, n}\right), n \in \mathbb{N}$ are polynomials of bounded degree, no constant term and coefficients, which are $\circ$ (l) as $n \rightarrow \infty$. Also, if $A \in B_{q}\left(\mathbb{R}^{k}, \mathbb{R}\right), q \in \mathbb{N}$ we have

$$
\begin{equation*}
\int_{\operatorname{IR}^{k}} A\left(u^{\prime} q_{n} \xi_{n}(u) d u=\int_{\mathbb{R}^{k}} A\left(\psi_{n}(z)^{\prime q}\right)\left(1+Q_{1, n}(z)\right) \phi(z) d z+o\left(\beta_{s, n}\right)\right. \tag{4.9}
\end{equation*}
$$

where $\left(\psi_{\mathrm{n}}\right)$ is given by

$$
\begin{equation*}
\psi_{n}(z)=z+\sum_{j=2}^{p-1} \frac{1}{j!}\left(D^{j} f_{n}^{-1}(0)\right)\left(z^{\prime}\right) \tag{4.10}
\end{equation*}
$$

and $\left(f_{n}^{-1}\right)$ are inverse functions of $\left(f_{n}\right)$ restricted to $H_{n}(\alpha)$.
Proof. First notice, that by Lemma 3.5, $\mathrm{f}_{\mathrm{n}}$ 's restriction to $H_{n}(\alpha), \widetilde{f}_{n}$ say, has an inverse $f_{n}^{-l}$ satisfying Assumptions 3.1 for some $\alpha_{1}>0$ (for $n$ large enough). Thus, using (3.1) and Lemma 4.1

$$
\begin{align*}
& P\left\{f_{n}\left(U_{n}\right) \in B\right\}=\int_{f_{n}^{-1}(B)} \xi_{n}(u) d u+o\left(\beta_{s, n}\right) \\
& =\int_{B_{n}} \xi_{n}\left(f_{n}^{-1}(z)\right)\left|\operatorname{det} D f_{n}^{-1}(z)\right| d z+o\left(\beta_{s, n}\right) \tag{4.11}
\end{align*}
$$

where $B_{n}=B \cap H_{n}\left(\alpha_{1}\right)$, and det $A$ means the determinant of $A$.
In the sequel let $\left(Q_{i, n}\right)$ denote polynomials of bounded degree, without constant terms, and with bounded coefficients as $n \rightarrow \infty$,
i fixed. By expanding $f_{n}^{-1}(z)=\psi_{n}(z)+o\left(\beta_{S, n}\right)$, and expanding $D f_{n}^{-1}(z)$ as in (4.5) the last integral in (4.11) may be written

$$
\begin{align*}
& \int_{B_{n}} \xi_{n}\left(z+Q_{2, n}(z)+o\left(\beta_{s, n}\right)\|z\|^{p}\right)\left|\operatorname{det}\left(1_{\mathbb{R}} k^{+Q_{3, n}}(z)+o\left(\beta_{s, n}\right)\|z\|^{p-1}\right)\right| d z \\
& =\int_{B_{n}} \xi_{n}\left(z+Q_{2, n}(z)+o\left(\beta_{s, n}\right)\|z\|^{p}\right)\left(1+Q_{4, n}(z)+o\left(\beta_{s, n}\right) Q_{5, n}(z)\right) d z \tag{4.12}
\end{align*}
$$

where the coefficients of $\left(Q_{2, n}\right),\left(Q_{3, n}\right)$ are $O\left(\lambda_{n}\right)$ and those of $\left(Q_{4, n}\right)$ are $\circ(1),\left(Q_{3, n}\right)$ taking values in $\operatorname{Hom}\left(\mathbb{R}^{k}, \mathbb{R}^{k}\right)$. Notice, that when n is large (4.5) assures that the determinant is positive. By expanding the exponent in $\xi_{n}\left(f_{n}^{-l}(z)\right)$ we obtain

$$
\begin{align*}
& \xi_{n}\left(z+Q_{2, n}(z)+o\left(\beta_{s, n}\right)\|z\|^{p}\right) \\
& =(2 \pi)^{-k / 2} \exp \left\{-\frac{1}{2}\|z\|^{2}\right\}\left(1+Q_{6, n}(z)+o\left(\beta_{s, n}\right) Q_{7, n}(z)\right) \tag{4.13}
\end{align*}
$$

where the coefficients of $\left(Q_{6, n}\right)$ are $O(1)$, and $\left(Q_{6, n}\right)$ is of bounded degree, because $\lambda_{n}^{p-1}=o\left(\beta_{s, n}\right)$, such that only finitely many of the terms of the expansion of the exponent enters $\left(Q_{6, n}\right)$. Combining (4.12) and (4.13) with (4.11) and noting that

$$
\int_{\mathbb{R}^{k} H_{n}\left(\alpha_{1}\right)}\left(1+Q_{1, n}(z)\right) \phi(z) d z=o\left(\beta_{s, n}\right)
$$

we obtain (4.8).
(4.9) follows in the same way by expanding

$$
A\left(u^{\prime} q\right)=A\left(\psi_{n}(z)^{\prime} q\right)+Q_{8, n}(z) \circ\left(\beta_{s, n}\right)
$$

Lemma 4.7. With notation and assumptions as in Lemma 4.6, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{k}}{ }^{A\left(\tau_{n}(u)^{\prime} q_{)}\right.} \xi_{n}(u) d u=\int_{\mathbb{R}^{k}} A\left(z^{\prime q}\right)\left(l+Q_{1, n}(z)\right) \phi(z) d z+o\left(\beta_{s, n}\right) \tag{4.14}
\end{equation*}
$$

where $A \in B_{q}\left(\mathbb{R}^{k}, \mathbb{R}\right)$ and

$$
\begin{equation*}
\tau_{n}(u)=u+\sum_{j=2}^{p-1} \frac{1}{j!}\left(D^{j} f_{n}(0)\right)\left(u^{\prime}\right) \tag{4.15}
\end{equation*}
$$

Proof. Since $A\left(\tau_{n}(u)^{\prime}\right)_{\text {) }}$ is a polynomial in $u$, (4.9) shows that

$$
\begin{aligned}
& \int_{\mathbb{R}^{k}} A\left(\tau_{n}(u)^{\prime}\right) \xi_{n}(u) \\
& \quad=\int_{\mathbb{R}^{k}} A\left(\left(\tau_{n} O \psi_{n}\right)(z)^{\prime q}\right)\left(1+Q_{1, n}(z)\right) \phi(z) d z+o\left(\beta_{s, n}\right)
\end{aligned}
$$

Now, $D\left(\tau_{n} O \psi_{n}\right)(0)=1_{\mathbb{R}^{k}}$ and $D^{j}\left(\tau_{n} O \psi_{n}\right)(0)=0$ if $2 \leq j \leq p-1$. Also, by the assumptions, Lemma 3.5 and the formula for differentials for composite functions (see Federer (1969), 3.l.11)

$$
\begin{aligned}
& \left\|D^{\alpha}\left(\tau_{n} 0 \psi_{n}\right)(0)\right\| \leq \alpha!\sum_{\nu \in T(\alpha)}\left\|D^{\sum \nu \nu_{i_{n}}}(0)\right\| \prod_{i=1}^{\alpha} \frac{1}{v_{i}}\left(\left\|D^{i} \psi_{n}(0)\right\| / i!\right)^{\nu}{ }_{i} \\
& \leq \alpha!\sum_{\nu \in T(\alpha)}\left(\sum \nu_{i}\right)!\lambda_{n}{ }^{\sum \nu_{i}-1} \underset{i=1}{\alpha}{ }_{i}{ }_{i}!\left(c \lambda_{n}^{i-1}\right)^{\nu_{i}} \leq c(\alpha) \lambda_{n}^{\alpha-1} \text {, }
\end{aligned}
$$

where $\alpha \in \mathbb{N}, c$ and $c(\alpha)$ are constants, and $T(\alpha)$ is given in Lemma 4.3.

Hence, all derivatives except the first are $O\left(\beta_{s, n}\right)$, and since $\tau_{\mathrm{n}} \circ \psi_{\mathrm{n}}$ is a polynomial, we have

$$
A\left(\left(\tau_{n} \circ \psi_{n}\right)(y)^{\prime q}\right)=A\left(y^{\prime q}\right)+Q_{9, n}(y) \circ\left(\beta_{s, n}\right)
$$

from which the result follows.

## Proof of Theorem 3.2 in the case $\mathrm{Dg}_{\mathrm{n}}(0)=1 \mathrm{l}_{\mathrm{k}} \mathrm{k}$. As in Lemma 4.6

the exponent of ( $n_{n}$ ) may be expanded, showing the existence of densities of the form (4.6) having all moments equivalent to those of $\left(n_{n}\right)$. By Lemma 4.5, it remains only to prove, that the moments of $\left(\eta_{n}\right)$ are equivalent to the formal moments of $\left(Y_{n}\right)=\left(\tau_{n}\left(U_{n}\right)\right)$, and hence, by Lemma 4.7, to those of the expansion obtained in Lemma 4.6. In Leonov \& Shiryaev (1959) it is described how to calculate cumulants of polynomials in terms of the original cumulants (see the appendix). By use of this method, it is not hard to prove, that the formal cumulants $\left(k_{v, n}\right)$ of ( $Y_{n}$ ) satisfy

$$
\begin{equation*}
\kappa_{\nu, \mathrm{n}}=O\left(\max \left\{\beta_{\mathrm{s}, \mathrm{n}}^{(\nu-2) /(s-2)}, \lambda_{\mathrm{n}}^{\nu-2}\right\}\right), \nu \geq 2 \tag{4.16}
\end{equation*}
$$

Recall, that $q$ is the number of cumulants entering the expansion $\left(\eta_{n}\right)$, and note that if $3 \leq \nu \leq q, k_{v, n}(q-1) /(\nu-2)=o\left(\beta_{s, n}\right)$ if $q \geq s$ and $\lambda_{n}^{q-1}=o\left(\beta_{s, n}\right)$. Since $\left(n_{n}\right)$ is constructed from the first $q$ formal cumulants of $Y_{n}$, except for terms of order $O\left(\beta_{s, n}\right)$ (see (3.7)), Lemma 4.2 shows, that the $\left(n_{n}\right)$ moments deviate at most $O\left(\sup \left\{\kappa_{v, n}(q-1) /(\nu-2) \mid 3 \leq \nu<q\right\}\right)=O\left(\beta_{s, n}\right)$ from the moments of $Y_{n}$ obtained from the formal cumulants $\left(\kappa_{\nu, n}\right)$ changing $k_{\nu, n}$ to zero if $\nu>q$. Since $\kappa_{\nu, n}=o\left(\beta_{s, n}\right)$ if $\nu>q$, this proves the theorem in the case $\operatorname{Dg}_{\mathrm{n}}(0)=1_{\mathbb{R}} \mathrm{k}$.

Proof of Theorem 3.2 in the general case. If $m<k$, define for each $n \in \mathbb{N}$ a linear mapping $p_{n}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k-m}$ as an orthogonal projection on a subspace of dimension $k$ - m composed with a linear isometry of the subspace into $\mathbb{R}^{k-m}$, such that

$$
\begin{equation*}
\mathrm{p}_{\mathrm{n}}^{-1}\{0\} \cap\left(\operatorname{Dg}_{\mathrm{n}}(0)\right)^{-1}\{0\}=\{0\} \tag{4.17}
\end{equation*}
$$

Notice, that $\left(\operatorname{Dg}_{n}, p_{n}\right)(0)=\left(\operatorname{Dg}_{n}(0), p_{n}\right)$ is regular, and define

$$
h_{n}= \begin{cases}\left(\operatorname{Dg}_{n}(0), p_{n}\right)^{-1}\left(g_{n}, p_{n}\right): \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} & \text { if } m<k  \tag{4.18}\\ \operatorname{Dg}_{n}(0)^{-1} g_{n}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} & \text { if } m=k\end{cases}
$$

such that $Z_{n}=h_{n}\left(U_{n}\right)$ has asymptotic variance $l_{\mathbb{R}} k$. It is easily seen, that the Assumptions 3.1 are fulfilled for the sequence $\left(h_{n}\right)$ if they are for $\left(f_{n}\right)$. Thus the expansion corresponding to (3.13) is valid for the sequence $\left(Z_{n}\right) . f_{n}\left(U_{n}\right)$ is a linear function, $T_{n}$ say, of $Z_{n}$. If ( $\sigma_{j, n}$ ) are the formal cumulants of the Taylor series approximation of $Z_{n}$, and $\left(\tilde{\sigma}_{j, n}\right)$ the approximations corresponding to (3.7), we may transform the expansion (3.13) of $\left(Z_{n}\right)$ by $T_{n}$, to yield a valia expansion of the distribution of $f_{n}\left(U_{n}\right)$ with characteristic function

$$
\begin{aligned}
& \exp \left\{i<T_{n}^{*}(t), \tilde{\sigma}_{1, n}>-\frac{1}{2} \tilde{\sigma}_{2, n}\left(T_{n}^{*}(t)^{2}\right)\right\} \sum_{r=0}^{q-2} \widetilde{P}_{r}\left(i T_{n}^{*}(t):\left\{\tilde{\sigma}_{v, n}\right\}\right) \\
= & \exp \left\{i<t, \tilde{\kappa}_{1, n}>-\frac{1}{2} \tilde{k}_{2, n}(t, t)\right\} \sum_{r=0}^{q-2} \widetilde{P}_{r}\left(i t:\left\{\tilde{\kappa}_{v, n}\right\}\right)
\end{aligned}
$$

where $\tilde{\kappa}_{\nu, n}\left(t^{\prime \nu}\right)=\tilde{\sigma}_{\nu, n}\left(T_{n}^{*}(t)^{\prime \nu}\right)$. Since this coincides with (3.8), and $\left(\tilde{\kappa}_{v, n}\right)$ is easily seen to satisfy (3.7), the theorem is proved.

## 5. Edgeworth expansions.

In this section we modify some results in Bhattacharya \& Rao (1976) concerning asymptotic expansions of characteristic functions and densities. The purpose is to obtain conditions for a sequence of distributions to possess an Edgeworth expansion in terms of cumulants and characteristic functions of the sequence, rather than assuming that it is a distribution of normalized sums of independent random variables satisfying certain moment conditions.

Consider a sequence $\left(U_{n}\right), n \in \mathbb{N}$, of statistics on $\mathbb{R}^{k}$ having finite $s ' t h$ moments for some fixed $s \geq 3$, and cumulants ( $X_{\nu, n}$ ), $1 \leq \nu \leq s, n \in \mathbb{N}$ satisfying

$$
\begin{gather*}
x_{1, n}=0, x_{2, n}=1 \mathbb{R}^{k}, n \in \mathbb{N}  \tag{5.1}\\
\beta_{s, n}=\left(\max \left\{\left\|x_{\nu, n}\right\|^{1 /(\nu-2)}, 3 \leq \nu \leq s\right\}\right)^{s-2}=0(1) \tag{5.2}
\end{gather*}
$$

Let $\hat{G}_{n}: \mathbb{R}^{k} \rightarrow \mathbb{C}$ denote the characteristic function of $U_{n}$.

Theorem 5.1. Let $\left(a_{n}\right),\left(\varepsilon_{n}\right), n \in \mathbb{N}$ be sequences of positive numbers satisfying $\beta_{s, n} \leq \varepsilon_{n} \leq a_{n}-(s-2)=O(1)$, and assume that for some $\delta_{1}>0, \log \hat{G}_{n}(t)$ is defined on the set $\left\{\|t\|<\delta_{1} a_{n}\right\}$ for all $n \in \mathbb{N}$, and

$$
\begin{equation*}
\sup \left\{\left\|D^{s} \log \hat{G}_{n}(t)\right\| \mid\|t\|<\delta_{1} a_{n}\right\}=O\left(\varepsilon_{n}\right) \tag{5.3}
\end{equation*}
$$

Then, if $0 \leq \alpha \leq s$, we have for some $\delta>0$

$$
\begin{align*}
& \left\|D^{\alpha}\left[\hat{G}_{n}(t)-\exp \left\{-\frac{1}{2}\|t\|^{2}\right\} \sum_{r=0}^{s-3} \widetilde{P}_{r}\left(i t:\left\{\chi_{v, n}\right\}\right)\right]\right\| \\
& \leq \varepsilon_{n}\left(\|t\|^{s-\alpha}+\|t\|^{3(s-2)+\alpha}\right) \exp \left\{-\frac{1}{4}\|t\|^{2}\right\} O(1) \tag{5.4}
\end{align*}
$$

uniformly on the set $\|t\|<\delta a_{n}$.

Proof. Very much like Bhattacharya \& Rao (1976), Theorem 9.9. The main differences are, that we use Euclidean norms of differentials and cumulants, and that we assume (5.3) instead of some other assumptions implying it.

Remark 5.2. In the ordinary case $U_{n}=B_{n}^{-\frac{1}{2}}\left(X_{1}+\ldots+X_{n}\right)$, where $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ is a sequence of independent random vectors, and $B_{n}=\sum_{i=1}^{n} V\left\{X_{i}\right\}$, then (5.3) can be shown to hold with $\left(\varepsilon_{n}\right)$ of order $\left(n^{-(s-2) / 2}\right)$ and $\left(a_{n}\right)$ of order $\left(n^{(s-2) / 2 s}\right)$ if $\left\|B_{n}^{-1}\right\|=O\left(n^{-1}\right)$ $\sum_{j=1}^{n} E\left\{\left\|X_{j}\right\|^{s}\right\}=O(n)$.

Theorem 5.3. Let the assumptions of Theorem 5.1 be fulfilled, and suppose that
I. $\quad a_{n} /\left((2+n) \log \varepsilon_{n}^{-1}\right)^{\frac{1}{2}} \rightarrow \infty \quad$ as $n \rightarrow \infty$

$$
\begin{equation*}
\text { for some } n>0 \tag{5.5}
\end{equation*}
$$

II. For any $\delta>0$

$$
\begin{equation*}
\hat{S}_{t \|}\left|\hat{G}_{n}(t)\right| d t=O\left(\varepsilon_{n}\right) \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\hat{t}\| \geq \delta a_{n}\left\|D^{s \hat{G}_{n}}(t)\right\| d t=O\left(\varepsilon_{n}\right) \tag{5.7}
\end{equation*}
$$

Then for $n$ sufficiently large, the density $f_{n}(x)$ of the distribution of $\mathrm{U}_{\mathrm{n}}$ exists, and

$$
\begin{equation*}
\left(1+\|x\|^{s}\right)\left|f_{n}(x)-\sum_{r=0}^{s-3} P_{r}\left(-\phi:\left\{x_{\nu, n}\right\}\right)(x)\right|=O\left(\varepsilon_{n}\right) \tag{5.8}
\end{equation*}
$$

uniformly in $x \in \mathbb{R}^{k}$.
Proof. (5.6) implies that the integral of $\left|\hat{G}_{n}(t)\right|$ is finite for n large, and hence that the density $\mathrm{f}_{\mathrm{n}}$ exists. Let $\|\mathrm{v}\|=1, v \in \mathbb{R}^{k}$ and define for $\alpha=0$,s

$$
\begin{gathered}
h_{n}^{(\alpha)}(x, v)=\langle x, v\rangle^{\alpha}\left(f_{n}(x)-\sum_{r=0}^{s-3} P_{r}\left(-\phi:\left\{\chi_{\nu, n}\right\}\right)(x)\right) \\
\hat{h}_{n}^{(\alpha)}(t)=(-i)^{\alpha} D^{\alpha}\left[\hat{G}_{n}(t)-\sum_{r=0}^{s-3} \widetilde{P}_{r}\left(i t:\left\{\chi_{v, n}\right\}\right) \exp \left\{-\frac{1}{2}\|t\|^{2}\right\}\right]
\end{gathered}
$$

such that

$$
h_{n}^{(\alpha)}(x, v)=(2 \pi)^{-k} \int_{\mathbb{R}^{k}} \exp \{-i<x, t>\} \hat{h}_{n}^{(\alpha)}(t)\left(v^{\prime \alpha}\right) d t
$$

Thus (5.8) is bounded by

$$
(2 \pi)^{-k} \rho\left(\left|\hat{h}_{n}^{(0)}(t)\right|+\left\|\hat{h}_{n}^{(s)}(t)\right\|\right) d t
$$

Since the integral of (5.4) is $O\left(\varepsilon_{n}\right)$ it remains only to estimate the integral outside the set $\left\{\|t\|<\delta a_{n}\right\}$. But, since (5.5) and Lemma 4.1 assures that

$$
\|t\| \geq \delta a_{n}^{\alpha} \sum_{r=0}^{s-3} \widetilde{P}_{r}\left(i t:\left\{x_{v, n}\right\}\right) \exp \left\{-\frac{1}{2}\|t\|^{2}\right\} \| d t=O\left(\varepsilon_{n}\right)
$$

the theorem follows from (5.6) and (5.7) .

Remark 5.4. If the assumptions of Theorem 5.3 hold for some $s \geq k+1$, then a uniform expansion of the distribution of $U_{n}$ over all Borel sets follows, because the integral of $\left(1+\|x\|^{k+1}\right)^{-1}$ is finite. In the case $s \leq k$ truncation techniques must be used.

The conditions (5.6) and (5.7) are usually the critical ones. To facilitate applications we shall give a lemma which provides sufficient conditions for (5.6) and (5.7) to hold in the case where $U_{n}$ is a normalized sum of independent variables.

Let $X_{1}, X_{2}, \ldots$ be mutually independent random vectors in $\mathbb{R}^{k}$ with mean zero, characteristic functions $g_{j}: \mathbb{R}^{k} \rightarrow \mathbb{C}, j \in \mathbb{N}$ and cumulants $\left(k_{v, j}\right), v=1, \ldots, s ; j \in \mathbb{N}$. Define

$$
\begin{equation*}
\mathrm{U}_{\mathrm{n}}=\Sigma_{\mathrm{n}}^{-\frac{1}{2}}\left(\mathrm{X}_{1}+\ldots+\mathrm{x}_{\mathrm{n}}\right) \tag{5.9}
\end{equation*}
$$

where $\Sigma_{n}=\sum_{j=1}^{n} k_{2, j}$. The characteristic function of $U_{n}$ is given by

$$
\begin{equation*}
\hat{G}_{n}(t)=\prod_{j=1}^{n} g_{j}\left(\Sigma_{n}^{-\frac{1}{2}}(t)\right) \tag{5.10}
\end{equation*}
$$

and its cumulants are

$$
x_{v, n}\left(t^{\prime v}\right)=\sum_{j=1}^{n} k_{v, j}\left(\sum_{n}^{-\frac{1}{2}}(t)^{, v}\right), \quad t \in \mathbb{R}^{k}, v=1, \ldots, s
$$

Lemma 5.5. Let $\left(U_{n}\right)$ be given by (5.9), and assume that
I. An integer $p$ and a finite set $M \subset \mathbb{N}$ with at least $p+s$ elements exists, such that for each set $M_{1} \subseteq M$ with $p$ elements

$$
\begin{equation*}
\int \prod_{j \in M_{1}}\left|g_{j}(t)\right| d t<\infty \tag{5.11}
\end{equation*}
$$

II. A constant $K>0$ exists, such that

$$
\gamma_{n}=\inf \left\{\sum_{j=1}^{n}\left(l-\left|g_{j}(t)\right|^{2}\right) \mid\|t\| \geq K\right\}
$$

satisfies

$$
\begin{equation*}
\gamma_{\mathrm{n}} /\left(1+\left\|\Sigma_{\mathrm{n}}^{-1}\right\|^{-1} a_{\mathrm{n}}^{-2}\right) \log \left(\sqrt{\operatorname{det} \Sigma_{\mathrm{n}}} n^{\mathrm{s}} / \varepsilon_{\mathrm{n}}\right) \rightarrow \infty \tag{5.12}
\end{equation*}
$$

III. $\max \left\{\left\|\kappa_{v, j}\right\|\left\|\Sigma_{n}^{-1}\right\| \nu / 2 \mid 1 \leq j \leq n, 1 \leq \nu \leq s_{0}\right\}=O(1)$
where $s_{0} \geq s, s_{0}$ even.
Then (5.6) and (5.7) hold.

Proof. Let $u=\Sigma_{n}^{-\frac{1}{2}}(t), d_{n}=\left\|\Sigma_{n}^{-\frac{1}{2}}\right\| a_{n} \delta$ and note, that $\|u\| \geq d_{n}$ implies $\|t\| \geq a_{n} \delta$. We then have

$$
\begin{align*}
& \left.\|t\| \geq a_{n} \delta \hat{G}_{n}(t)\left|d t \leq \int_{\|u\| \geq d_{n}}\left(\operatorname{det} \Sigma_{n}\right)^{\frac{1}{2}} \prod_{j=1}^{n}\right| g_{j}(u) \right\rvert\, d u \\
& \leq\left(\operatorname{det} \Sigma_{n}\right)^{\frac{1}{2}}\left(\sup \left\{\prod_{j \notin M}\left|g_{j}(u)\right| \mid\|u\| \geq d_{n}\right\}\right) \int_{\|u\| \geq d_{n}}^{\sum_{j \in M}\left|g_{j}(u)\right| d u} \tag{5.14}
\end{align*}
$$

where $M$ is the set in the Assumption $I$ of the lemma. The last integral is bounded by assumption, and

$$
\underset{j \notin M}{\Pi}\left|g_{j}(u)\right| \leq \exp \left\{-\frac{1}{2} \sum_{j \notin M}\left(1-\left|g_{j}(u)\right|^{2}\right)\right\}
$$

Using the inequality $1-\left|g_{j}(2 t)\right|^{2} \leq 4\left(1-\left|g_{j}(t)\right|^{2}\right)$, which holds in general for characteristic functions, we conclude, that if $0<d_{n} \leq K,\|u\| \geq d_{n}$ and $m$ is suitably chosen, then

$$
\begin{align*}
& \sum_{j=1}^{n}\left(1-\left|g_{j}(u)\right|^{2}\right) \geq 4^{-m} \sum_{j=1}^{n}\left(1-\left|g_{j}\left(2^{m} u\right)\right|^{2}\right) \\
& \geq\left(d_{n}^{2} / 4 K^{2}\right) \inf \left\{\sum_{j=1}^{n}\left(I-\left|g_{j}(t)\right|^{2}\right)|\| t| \mid \geq k\right\} \\
& =  \tag{5.15}\\
& \gamma_{n} d_{n}^{2} / 4 K^{2} .
\end{align*}
$$

If $d_{n}>k$, the left hand side of (5.15) is bounded below by $\gamma_{n}$, hence

$$
\begin{aligned}
& \prod_{j \notin M}\left|g_{j}(u)\right| \leq \exp \left\{-\frac{1}{2} \sum_{j=1}^{n}\left(1-\left|g_{j}(u)\right|^{2}\right)\right\} \exp \left\{\frac{1}{2}|M|\right\} \\
& \leq \exp \left\{-\frac{1}{2} \gamma_{n} \min \left(1, a_{n}^{2} / 4 K^{2}\right)\right\} \exp \left\{\frac{1}{2}|M|\right\}
\end{aligned}
$$

where $\mid \mathrm{M\mid}$ is the cardinality of M . (5.6) now follows from (5.14) using (5.12).

Now, ( $\left.D^{s} \hat{G}_{n}(t)\right)\left(v^{\prime}{ }^{s}\right)$ is a sum of $n^{s}$ terms of the form

$$
\begin{equation*}
\left(\prod_{j \notin D} g_{j}\left(\Sigma_{n}^{-\frac{1}{2}}(t)\right)\right) \prod_{j \in D}\left(D^{k_{j}} g_{j}\left(\Sigma_{n}^{-\frac{1}{2}}(t)\right)\right)\left(\Sigma_{n}^{-\frac{1}{2}}(v)^{\prime}{ }^{k}\right) \tag{5.16}
\end{equation*}
$$

where $D \subseteq \mathbb{N}$ contains at most $s$ elements and $\sum_{D} k_{j}=s$. By Assumption I

$$
\begin{equation*}
n^{s} \prod_{j \notin D}\left|g_{j}\left(\Sigma_{n}^{-\frac{1}{2}}(t)\right)\right|=n^{s}\left(\prod_{j \in M \backslash D}\left|g_{j}\left(\Sigma_{n}^{-\frac{1}{2}}(t)\right)\right|\right) \prod_{j \notin M U D}\left|g_{j}\left(\Sigma_{n}^{-\frac{1}{2}}(t)\right)\right| \tag{5.17}
\end{equation*}
$$

where the first product is integrable uniformly in D. By arguments similar to those above, we see that the second product is $O\left(\varepsilon_{n}\right) n^{-s}\left(\operatorname{det} \Sigma_{n}\right)^{-\frac{1}{2}}$. Since the integral of the first product is $O\left(\sqrt{\operatorname{det} \Sigma_{n}}\right),(5.17)$ is $O\left(\varepsilon_{n}\right)$. Consider

$$
\begin{equation*}
\prod_{j \in D}\left\|D^{k} j_{g_{j}}\left(\Sigma_{n}^{-\frac{1}{2}}(t)\right)\right\| \leq \prod_{j \in D} \rho_{k_{j}, j} \leq \max _{1 \leq j \leq n}\left(\rho_{s_{0}, j}\right)^{s / s_{0}} \tag{5.18}
\end{equation*}
$$

where $\rho_{\nu, j}=\sup \left\{E\left(\left|<X_{j}, t>\right|{ }^{\nu}\right) \mid\|t\| \leq I\right\}$, and $s_{0} \geq s$. When $s_{0}$ is even

$$
E\left(1<x_{j}, t>1,{ }^{s_{0}}\right)=E\left(\left\langle x_{j}, t\right\rangle{ }^{s_{0}}\right)
$$

is a linear combination of terms of the form

$$
\left(k_{1, j}(t)\right)^{p_{1}} \ldots\left(k_{s_{0}, j}\left(t^{\prime} s^{s_{0}}\right)\right)^{p_{s_{0}}}, \sum_{i=1}^{s_{0}} i p_{i}=s_{0}
$$

where the product is some (symmetric) product of the multilinear forms. By Assumption III it now follows, that (5.16) is $O\left(\varepsilon_{\mathrm{n}}\right)$, when integrated over the set $\|t\| \geq \delta a_{n}, \delta>0$. The lemma is proved.
$\square$

Remark 5.6. In the usual situation, where all the eigenvalues of $\Sigma_{n}$ are of the same order, and $\left\|\Sigma_{n}\right\|$ is of order $n, \varepsilon_{n}$ of order $\mathrm{n}^{-(s-2) / 2}$ and (det $\Sigma_{\mathrm{n}}$ ) of order $\mathrm{n}^{\mathrm{k}}$, the supremum in Assumption II should increase faster than $\log n$, so that roughly the n'th term should be $o\left(n^{-1}\right)$. E.g., the assumptions are easily verified if $\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ are identically distributed with a distribution satisfying Cramer's condition.
6. An example. Let $X_{1}, X_{2}, \ldots$ be mutually independent real random variables, $\left(\alpha+\beta t_{i}\right) X_{i}$ being distributed as gamma with shape parameter $\omega_{i}>0$, where $\alpha>0$ and $\beta>0$ are the unknown parameters, and $t_{1}, t_{2}, \ldots$ and $\omega_{1}, \omega_{2}, \ldots$ are sequences of known positive real numbers. Our purpose is under simple conditions to derive an expansion of the distribution of the maximum likelihood estimator (MLE) $(\hat{\alpha}, \hat{\beta})$, based on $X_{1}, \ldots, X_{n}$. Most of the quantities defined in the sequel will depend on $n$, but we shall usually omit $n$ as index or argument.
$\left(T_{1}, T_{2}\right)=\left(\sum_{i=1}^{n} X_{i}, \sum_{i=1}^{n} t_{i} X_{i}\right)$ is a sufficient statistic with cumulants given by

$$
\begin{array}{r}
K_{\nu}\left((u, v)^{\prime \nu}\right)=(\nu-1)!\sum_{i=1}^{n} \omega_{i}\left(\frac{u}{\alpha} \rho_{i}+\frac{v}{\beta}\left(1-\rho_{i}\right)\right)^{\nu}, \\
(u, v) \in \mathbb{R}^{2}, 1 \leq \nu<\infty \tag{6.1}
\end{array}
$$

where $\left.\rho_{i}=\alpha /\left(\alpha+\beta t_{i}\right) \in\right] 0,1[$. Notice, that the cumulants depend on $\alpha$ and $\beta$, in particular we shall consider the function

$$
\tau_{\mathrm{n}}: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}, \quad \tau_{\mathrm{n}}(\alpha, \beta)=\mathrm{K}_{1} .
$$

Also, notice that $K_{2}$ is the Fisher-information of ( $\alpha, \beta$ ).

Let $m_{n}$ and $M_{n}$ be the smallest and largest eigenvalue of $K_{2}$, respectively. We shall assume, that the sequence $\omega_{1}, \omega_{2}, \ldots$ is bounded, and that $(\log n) / m_{n} \rightarrow 0$ as $n \rightarrow \infty$. The first assumption causes no loss of generality, since an $X_{i}$ corresponding to a large $\omega_{i}$ might be considered as a sum of sufficiently many independent $X_{i j}$ 's with the same scale parameter. The second assumption avoids a detailed investigation of the behaviour of the $t_{i}$ 's, but it may be proved, that the condition is satisfied either for all
pairs $(\alpha, \beta)$ or for none.

Our first goal is to derive an Edgeworth expansion of the distribution of ( $\mathrm{T}_{1}, \mathrm{~T}_{2}$ ) and next to transform it to an expansion of $(\alpha, \hat{\beta})$ on noting, that

$$
\begin{equation*}
(\hat{\alpha}, \hat{\beta})=\tau_{n}^{-1}\left(T_{1}, T_{2}\right) \tag{6.2}
\end{equation*}
$$

with probability one, if $K_{2}$ is regular, i.e. $m_{n}>0$. In the sequel let $n$ be such, that this is so. Define $U_{n}=K_{2}^{-\frac{1}{2}}\left(\left(T_{1}, T_{2}\right)-K_{1}\right)$ as some normalization of $\left(\mathrm{T}_{1}, \mathrm{~T}_{2}\right)$. Its cumulants $\left(\chi_{\nu}\right)$ then satisfy

$$
\begin{align*}
& \left|x_{\nu}\left((u, v)^{\prime v}\right)\right|=\left|K_{v}\left(K_{2}^{-\frac{1}{2}}(u, v)\right)^{\prime v}\right| \\
& \leq(\nu-1)!\|(u, v)\|^{2}\left[\left(\frac{1}{\alpha}+\frac{1}{\beta}\right)\left\|K_{2}^{-\frac{1}{2}}((u, v))\right\|\right]^{\nu-2} \\
& \leq(\nu-1)!\|(u, v)\|^{\nu}\left[\left(\frac{1}{\alpha}+\frac{1}{\beta}\right) m_{n}^{-\frac{1}{2}}\right]^{\nu-2} \tag{6.3}
\end{align*}
$$

showing, that the cumulant generating function, being analytic in a neighbourhood of the origin, has radius of convergence greater than $\delta m_{n}^{\frac{1}{2}}$ for some $\delta>0$ independent of $n$. An immediate consequence is, that if $a_{n}=m_{n}{ }^{\frac{1}{2}}, \varepsilon_{n}=a_{n}^{-(s-2)}$ then the assumptions of Theorem 5.1 and (5.5) are fulfilled for all $s \geq 3$. We shall use Lemma 5.5 to prove (5.6) and (5.7). Since ( $\omega_{i}$ ) is bounded the cumulants $\left(K_{\nu, i}\right)$ of $\left(X_{i}, t_{i} X_{i}\right)$ are also bounded and consequently satisfy (5.13). Also (5.11) is easy; just take M as the first $p+s$ integers, where $p$ is chosen such that the sum of the w's over any subset with $p$ elements is at least one. Such a p exists, otherwise $M_{n}$ would be bounded. To prove (5.12), notice that

$$
\sum_{i=1}^{n}\left(1-\left|g_{j}(u, v)\right|^{2}\right)=\sum_{i=1}^{n}\left(1-\left(1+\left(\frac{u}{\alpha} \rho_{i}+\frac{v}{\beta}\left(1-\rho_{i}\right)\right)^{2}\right)^{-\omega_{i} / 2}\right)
$$

that we may bound it on any set $\|(u, v)\| \geq C$ by its values on the set $\|(u, v)\|=C$. For a suitably small $\varepsilon>0$ take $C_{\varepsilon}$ such that $\left(\frac{u}{\alpha} \rho_{i}+\frac{v}{\beta}\left(l-\rho_{i}\right)\right)^{2} \leq \varepsilon$ if $\|(u, v)\|=C_{\varepsilon}$. Then with $\|(u, v)\|=C_{\varepsilon}$ we have

$$
\begin{aligned}
& \sum_{i=1}^{n}\left(1-\left|g_{j}(u, v)\right|^{2}\right) \geq \sum_{i=1}^{n} \frac{1}{2} \omega_{i}\left(\frac{u}{\alpha} \rho_{i}+\frac{v}{\beta}\left(1-\rho_{i}\right)\right)^{2}(1-c \varepsilon) \\
= & \frac{1}{2} K_{2}\left((u, v)^{2}\right)(1-c \varepsilon) \quad \text { for some } c>0, c \varepsilon<1 .
\end{aligned}
$$

But since $K_{2}\left((u, v)^{2}\right)$ tends to infinity at least at the rate of $n$, and $\log n / m_{n} \rightarrow 0$ as $n \rightarrow \infty$, it is now easy to see, that (5.12) is satisfied, because $M_{n}=O(n)$. Thus ( $U_{n}$ ) satisfies (3.1) - (3.3) for any $s \geq 3$ with $\beta_{s, n}=O\left(\lambda_{n}^{-(s-2) / 2}\right)$.

It now turns out to be a trivial matter to verify Assumptions 3.1 with $p=s$ and $\lambda_{n}$ proportional to $m_{n}$. The reason is, that the $j$ 'th derivative of $\tau_{n}$ is exactly the $(j+1)$ 'th cumulant $K_{j+1}$ of $\left(\mathrm{T}_{1}, \mathrm{~T}_{2}\right)$. This is a general phenomena in exponential families. The normalized function $f_{n}$ given in (3.5) may be defined by

$$
f_{n}\left(U_{n}\right)=K_{2}^{-\frac{1}{2}}((\hat{\alpha}, \hat{\beta})-(\alpha, \beta))=K_{2}^{\frac{1}{2}}\left(\tau_{n}^{-1}\left(K_{1}+K_{2}^{\frac{1}{2}}\left(U_{n}\right)\right)-(\alpha, \beta)\right)
$$

such that if $x \in \mathbb{R}^{2}$

$$
\begin{gathered}
f_{n}^{-l}(x)=K_{2}^{-\frac{1}{2}}\left(\tau_{n}\left((\alpha, \beta)+K_{2}^{-\frac{1}{2}}(x)\right)-K_{1}\right) \\
D^{j} f_{n}^{-l}(o)\left((u, v)^{\prime j}\right)=K_{2}^{-\frac{1}{2}} K_{j+1}\left(\left(K_{2}^{-\frac{1}{2}}(u, v)\right)^{\prime j}\right)
\end{gathered}
$$

implying that $\left\|D^{j} f_{n}^{-l}(o)\right\|=\left\|x_{j+1}\right\|=O\left(\lambda_{n}^{-(j-l) / 2}\right), j \geq 1$. Since $f_{n}^{-l}$ equals ${ }_{\mathrm{f}}^{\mathrm{n}}$ except for a linear transformation (3.11) follows from (5.3) proving that Assumptions 3.1 hold ( $f_{n}^{-1}$ ). Thus, by Lemma 3.5, Assumptions 3.1 hold for ( $\mathrm{f}_{\mathrm{n}}$ ) too, and Theorem 3.2 may be applied to provide an Edgeworth expansion of $f_{n}\left(U_{n}\right)$, or equi-
valently of $(\hat{\alpha}, \hat{\beta})$. We shall not go through the trivial calculation of the expansion, but refer the reader to Skovgaard (1980), where this expansion is obtained for a much larger class of cases.

Remark 6.1. It may be proved, that $m_{n} \rightarrow \infty$ if and only if $\Sigma \omega_{i}\left(t_{i}-\bar{t}\right)^{2} \rightarrow \infty$ and $\Sigma \omega_{i} / t_{i}^{2} \rightarrow \infty$, where $\bar{t}=\Sigma \omega_{i} t_{i} / \Sigma \omega_{i}$. Along the lines of this paper it follows, that this condition implies the consistency and asymptotic normality of $K_{2}^{\frac{1}{2}}(\hat{\alpha}, \hat{\beta})$. Also, the condition is obviously necessary, since otherwise the information is bounded.

## 7. Appendix.

In Leonov \& Shiryaev (1959) a method of calculating cumulants of polynomials in terms of the original cumulants was derived. We shall shortly review the method. Consider the table

$$
\begin{align*}
& (1,1), \ldots,\left(1, n_{1}\right)  \tag{7.1}\\
& (k, 1), \ldots,\left(k, n_{k}\right)
\end{align*}
$$

and let $P_{1} U \ldots U P_{m}$ be a partition of its entries. Two sets, $P_{1}$ and $P_{2}$ say, of the partition is said to hook, if there exists an $i \in\{1, \ldots, k\}$ and a pair $j_{1}, j_{2} \in\left\{1, \ldots, n_{i}\right\}$, such that $\left(i, j_{1}\right) \in P_{1}$ and $\left(i, j_{2}\right) \in P_{2}$. Two sets $\left(P_{1}\right.$ and $\left.P_{2}\right)$ are said to communicate, if there exists a sequence $\mathrm{P}_{\mathrm{m}_{1}}, \ldots, \mathrm{P}_{\mathrm{m}_{\mathrm{s}}} ; \mathrm{P}_{1}=\mathrm{P}_{\mathrm{m}_{1}}, \mathrm{P}_{2}=\mathrm{P}_{\mathrm{m}_{\mathrm{s}}}$, such that $P_{m_{i}}$ and $P_{m_{i+1}}$ hook for $i=1, \ldots, s-1$. The partition is said to be indecomposable if any pair of the partition communicates.

Consider a polynomial

$$
\begin{equation*}
Y=A_{1}(X)+A_{2}\left(X^{\prime 2}\right)+\ldots+A_{n}\left(X^{\prime}\right) \tag{7.2}
\end{equation*}
$$

where $\mathrm{X} \in \mathbb{R}^{\mathrm{k}}$ is a random vector having finite (n $\alpha$ )'th absolute moment, and $A_{j} \in B_{j}\left(\mathbb{R}^{k}, \mathbb{R}^{m}\right), j=1, \ldots, n$.

We shall be concerned with the calculation of $k_{\alpha}$, the $\alpha$ 'th cumulant of $Y$. Since $k_{\alpha}$ is determined by the values $k_{\alpha}\left(t^{\prime \alpha}\right), t \in \mathbb{R}^{m}$, which is the $\alpha$ 'th cumulant of $\langle t, Y\rangle$, we may assume that $Y$ is one-dimensional. Raise $Y$ to the power $\alpha$ and consider one of its terms, say

$$
\begin{equation*}
z=A_{n_{l}}\left(X^{\prime} n^{n_{1}}\right) \ldots A_{n_{\alpha}}\left(X^{\prime} n^{n_{\alpha}}\right) \tag{7.3}
\end{equation*}
$$

Arrange the X's in a table of the form

$$
\begin{align*}
& (1,1), \ldots,\left(1, n_{1}\right)  \tag{7.4}\\
& (\alpha, 1), \ldots,\left(\alpha, n_{\alpha}\right)
\end{align*}
$$

in which each entry corresponds to one $X$. Let $\pi=P_{1} U \ldots U P_{m}$ be a partition of the table (7.4), and define for each $P_{j}, X\left(P_{j}\right)$ as the $\left|P_{j}\right|$ 'th cumulant of $x$, where $\left|P_{j}\right|$ is the number of elements of $P_{j}$. Also let $\chi(\pi)$ be the multilinear form of $\left(\mathbb{R}^{k}\right)^{n_{1}}+\ldots+n_{\alpha}$ into $\mathbb{R}$, given by

$$
\begin{aligned}
& (x(\pi))\left(t_{11}, \cdots, t_{l_{n_{1}}}, \ldots, t_{\alpha 1}, \ldots, t_{\alpha n_{\alpha}}\right. \\
= & \prod_{j=1}^{m}\left(x\left(P_{j}\right)\right)\left(\left(t_{l m}\right),(l m) \in P_{j}\right)
\end{aligned}
$$

where $\left(t_{11}, \ldots, t_{1 n}, \ldots, t_{\alpha 1}, \ldots, t_{\alpha n_{\alpha}}\right) \in\left(\mathbb{R}^{k^{k}}\right)^{n_{1}+\ldots+n_{\alpha}}$.

The result of Leonov \& Shiryaev (1959) is stated in the following lemma.

Lemma 7.1. With notation as above

$$
\begin{equation*}
\kappa_{\alpha}=\Sigma^{*} \sum_{\pi}^{* *}\left\langle\chi(\pi),\left(A_{n_{1}}, \ldots, A_{n_{\alpha}}\right)\right\rangle \tag{7.5}
\end{equation*}
$$

where $\Sigma^{*}$ is the summation over all sequences $\left(n_{1}, \ldots, n_{\alpha}\right) \in$ $\{1, \ldots, n\}^{\alpha}, \Sigma^{* *}$ is the summation over all indecomposable partitions of (7.4), and when $A, B$ are $\mathbb{N}$-linear mappings of $\left(\mathbb{R}^{k}\right)^{N} \rightarrow \mathbb{R}$, we define

$$
\langle A, B\rangle=\sum A\left(e_{1}, \ldots, e_{N}\right) B\left(e_{1}, \ldots, e_{N}\right)
$$

where the summation is over all ordered sequences of the canoni-
cal base-vectors in $\mathbb{R}^{k}$.

In Leonov \& Shiryaev (1959) the result is formulated in terms of coordinates, which is convenient for computations, but the result above is convenient for theoretical considerations. In particular it is seen, that the terms of the sum in (7.5) are bounded by $\prod_{j=1}^{m}\left\|x\left(P_{j}\right)\right\| \prod_{i=1}^{\alpha}\left\|A_{n_{i}}\right\|$, a result which is used in the proof of Theorem 3.2, combined with the fact that only indecomposable partitions contribute to $k_{\alpha}$. For computations usually the first six cumulants will do. These may be found in James \& Mayne (1962).
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