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Abstract. A two - way analysis of variance model with correlated errors in one classification is discussed. It is assumed that the p measurements in each row have a general covariance matrix $\Sigma$. The maximum likelihood estimates of the row and column parameters as well as of the covariance matrix are obtained and their asymptotic distribution are discussed. Finally, the likelihood ratio test statistics for the various hypotheses in a two -way lay out are given.
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1. Introduction

The origin of this study is an analysis of variance two - way classification model

$$
\begin{equation*}
z_{i j}=\alpha_{i}+\beta_{j}+\mu+\varepsilon_{i j}, \quad i=1, \ldots, k ; \quad j=1, \ldots, p, \tag{1.1}
\end{equation*}
$$

where now $\varepsilon_{i} \equiv\left(\varepsilon_{i 1}, \ldots, \varepsilon_{i p}\right), i=1, \ldots, k$ are independently distributed with a multivariate normal distribution with zero means and common covariance matrix $\Sigma$. If $\Sigma$ is a general covariance matrix then not all the variances and covariances are estimable. This difficulty does not arise when replications in each cell are available. It may also not arise if $\Sigma$ is a patterned matrix. For example, if $\sigma_{i i}=\sigma^{2}$, and $\sigma_{i j}=\sigma^{2} \rho$, $i \neq j$,or if $\Sigma$ is the covariance matrix derived from a first-order autocorrelation model, then $\Sigma$ is estimable. The latter model is considered by Box (1954), and by Andersen, Jensen and Schou (1978) where it arises from a study with $p$ time points and $k$ subjects, but where each subject has a different level. In both of these papers the behavior of the usual two - way analysis of variance test-statistics are studied and approximations to their distributions are given.

The present analysis gives the maximum likelihood solution assuming that there are $N$ replications in each cell and that the p measurements have a general covariance matrix.

In Section 2 we represent the model in a canonical form, and in Section 3 find maximum likelihood estimates of the parameters; some commentary on the sampling distribution of the maximum likelihood estimates is also included. The asymptotic distribution and Fisher information are discussed in Section 3.1, and in Section 4
likelihood ratio test statistics for the hypotheses usually considered in a two - way analysis of variance are given. The data that generated this study is analyzed in Section 5.

## 2. A Canonical Form

Since there are $N$ > 1 observations per cell we first reduce the model to a consideration of the sufficient statistics $\bar{Z}, C$, where $\bar{Z}$ is the $k \times p$ matrix of cell means, and $C$ is the $p \times p$ pooled cross-product matrix. The rows of $\bar{Z}$ are independently distributed, each having a multivariate normal (MVN) distribution with common covariance matrix $\Sigma / N$ and with means

$$
\begin{align*}
E \bar{Z} & =\left(\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{k}
\end{array}\right)(1, \ldots, 1)+\left(\begin{array}{c}
1 \\
\vdots \\
1
\end{array}\right)\left(\beta_{1}, \ldots, \beta_{p}\right)+\mu\left(\begin{array}{ccc}
1 & \ldots & 1 \\
\vdots & & \vdots \\
1 & \ldots & 1
\end{array}\right)  \tag{2.1}\\
& \equiv \alpha^{\prime} e_{p}+e_{k}^{\prime} \beta+\mu e_{k}^{\prime} e_{p}
\end{align*}
$$

where $e_{m}=(1, \ldots, 1)$ is an $m$ dimensional vector. The matrix $C$ has a Wishart distribution, $W(\Sigma, p, n)$, where $n=k(N-1)$.

We first transform ( $\bar{Z}, C$ ) to ( $\mathrm{Z} *, \mathrm{C}^{*}$ )

$$
\begin{equation*}
Z^{*}=\sqrt{\mathrm{N}} \Gamma \overline{\mathrm{Z}} \Delta, \quad \mathrm{C}^{*}=\Delta^{\prime} \mathrm{C} \Delta, \tag{2.2}
\end{equation*}
$$

where $\Gamma: k \times k$ is an orthogonal matrix with first row $e_{k} / \sqrt{k}$ and $\Delta: p \times p$ is an orthogonal matrix with first column $e_{p} / \sqrt{p}$. Then
(2.3) $\quad E Z *=\sqrt{\mathrm{N}}\left(\Gamma \alpha^{\prime}\right) \sqrt{\mathrm{p}}\left(\begin{array}{lll}1 & 0 & \ldots\end{array}\right)+\sqrt{\mathbb{N}}\left(\begin{array}{c}1 \\ 0 \\ \vdots \\ 0\end{array}\right) \sqrt{\mathrm{k}} \beta \Delta+\sqrt{\mathrm{N}} \mu \sqrt{\mathrm{kp}}\left(\begin{array}{cccc}1 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \\ \vdots & \vdots & & \vdots \\ 0 & 0 & \ldots & 0\end{array}\right)$

$$
\begin{aligned}
& \equiv \alpha^{*!}\left(\begin{array}{llll}
1 & 0 & \ldots & 0
\end{array}\right)+\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right) \beta^{*}+\mu^{*}\left(\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & & 0
\end{array}\right) \\
& =\left(\begin{array}{cccc}
\alpha_{1}^{*}+\beta_{1}^{*}+\mu^{*} & \beta_{2}^{*} & \cdots & \beta_{p}^{*} \\
\alpha_{2}^{*} & 0 & & 0 \\
\vdots & \vdots & & \vdots \\
\alpha_{k}^{*} & 0 & \cdots & 0
\end{array}\right),
\end{aligned}
$$

where

$$
\alpha^{*}=\sqrt{\mathrm{pN}} \alpha \Gamma^{\prime}, \quad \beta^{*}=\sqrt{\mathrm{kN}} \beta \Delta, \quad \mu^{*}=\mu \sqrt{\mathrm{kpN}}
$$

The rows of $Z^{*}$ are independently distributed, each having a MVN distribution with E Z* given by (2.3) and with common covariance matrix $\Sigma^{*}=\Delta^{\prime} \Sigma \Delta$. Furthermore, $C^{*}$ has a Wishart distribution $W\left(\Sigma^{*}, \mathrm{p}, \mathrm{n}\right)$.

Remark. In the event that $N=1$, then $C^{*}$ does not exist, and we see from (2.3) that $\sigma_{11}^{*}$ is not estimable.

We can use (2.3) as the starting point for any further analysis. However, before doing this, we extend the model (2.1) and carry out the analysis on the more general version.

### 2.1 An Extension

In (2.1) we can consider the vectors $e_{p}$ and $e_{k}$ as design matrices. But these can be made more general by replacing (2.l) by
(2.4)
$E \bar{Z}=A X_{1}+X_{2} B$,
where $A: k \times m, X_{1}: m \times p, X_{2}: k \times q, B: q \times p, X_{1}$ is of rank $m \leqq p$, $\mathrm{X}_{2}$ is of rank $\mathrm{q} \leqq \mathrm{k}$, and $\mathrm{k} \geqq \mathrm{p}$. Write $\mathrm{X}_{1}$ and $\mathrm{X}_{2}$ as

$$
\begin{equation*}
X_{1}=T\left(I_{m} 0\right) \Delta^{\prime}, \quad X_{2}^{\prime}=U\left(I_{q} 0\right) \Gamma^{\prime} \tag{2.5}
\end{equation*}
$$

where $T: m \times m$ and $U: q \times q^{\text {a }}$ are nonsingular square roots of $X_{1} X_{1}^{\prime}$ and $X_{2}^{\prime} X_{2}$, respectively; $\Delta: p \times p$ and $\Gamma: k \times k$ are orthogonal. Make the transformation

$$
\begin{equation*}
\mathrm{Z}^{*}=\sqrt{\mathrm{N}} \Gamma \overline{\mathrm{Z}} \Delta, \quad \mathrm{C}^{*}=\Delta^{\prime} \mathrm{C} \Delta, \tag{2.6}
\end{equation*}
$$

and write

$$
\begin{equation*}
A^{*}=A T, \quad B^{*}=U^{\prime} B . \tag{2.7}
\end{equation*}
$$

Then
(2.8)

$$
\begin{aligned}
E Z^{*} & =A^{*}\left(I_{m} 0\right)+\binom{I_{q}}{0} B^{*}=\left(\begin{array}{ll}
A_{1}^{*} & 0 \\
A_{2}^{*} & 0
\end{array}\right)+\left(\begin{array}{ll}
B_{1}^{*} & B_{2}^{*} \\
0 & 0
\end{array}\right) \\
& =\left(\begin{array}{cc}
A_{1}^{*}+B_{1}^{*} & B_{2}^{*} \\
A_{2}^{*} & 0
\end{array}\right) \equiv\left(\begin{array}{cc}
\theta_{11} & \theta_{12} \\
\theta_{21} & 0
\end{array}\right),
\end{aligned}
$$

where

$$
\begin{gathered}
A_{1}^{*}: q \times m, \quad A_{2}^{*}: k-q \times m, \quad B_{1}^{*}: q \times m, \quad B_{2}^{*}: q \times p-m, \\
\theta_{11}=A_{1}^{*}+B_{1}^{*}, \quad \theta_{12}=B_{2}^{*}, \quad \theta_{21}=A_{2}^{*} .
\end{gathered}
$$

Thus our starting point is ( $Z^{*}, C^{*}$ ) with the rows of $Z^{*}$ independent, each having a multivariate normal distribution with a common covariance matrix $\Sigma$ and means

$$
\text { E } Z^{*}=\left(\begin{array}{cc}
\theta_{11} & \theta \\
\theta_{21} & 0
\end{array}\right) \text {. }
$$

The matrix $C^{*}$, which is independent of $Z *$, has a Wishart distribution $W(\Sigma, p, n)$. For simplicity of notation we omit the asterrisk on $C *$ and write

$$
Z^{*} \equiv\binom{Y_{I}}{Y_{2}}=\left(\begin{array}{cc}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{array}\right)
$$

where $Y_{1}: q \times p, Y_{2}: k-q \times p$;

$$
\begin{gathered}
Y_{11}: q \times m, \quad Y_{12}: q \times p-m, \quad Y_{21}: k-q \times m, \quad Y_{22}: k-q \times p-m ; \\
E Y_{1}=\left(\Theta_{11}, \theta_{12}\right) \equiv \theta_{1}, \quad E Y_{2}=\left(\theta_{21}, 0\right)=\theta_{2} .
\end{gathered}
$$

Then the joint density of $Y_{1}, Y_{2}$ and $C$ are given by

$$
\begin{align*}
p\left(Y_{1}, Y_{2}, C\right)= & c(p, k, N)|\Sigma|^{-\frac{k N}{2}} e^{-\frac{1}{2} \operatorname{tr} \Sigma^{-1}\left(Y_{1}-\theta_{1}\right) \cdot\left(Y_{1}-\theta_{1}\right)}  \tag{2.9}\\
& \times e^{-\frac{1}{2} \operatorname{tr} \Sigma^{-1}\left(Y_{2}-\left(\theta_{21}, 0\right)\right)^{\prime}\left(Y_{2}-\left(\theta_{21}, 0\right)\right)} \\
& \times e^{-\frac{1}{2} \operatorname{tr} \Sigma^{-1} c} .
\end{align*}
$$

From (2.9) it is immediate that $\hat{\theta}_{1}=Y_{1}$. To obtain the MLE of $\theta_{21}$, let $\Lambda=\Sigma^{-1}$ and note that
(3.1) $\quad \operatorname{tr}\left(\mathrm{Y}_{2}-\left(\theta_{21}, 0\right)\right) \Lambda\left(\mathrm{Y}_{2}-\left(\theta_{21}, 0\right)\right)^{\prime}$

$$
\begin{aligned}
= & \operatorname{tr} Y_{2} \Lambda Y_{2}^{\prime}+\operatorname{tr}\left(\theta_{21}, 0\right) \Lambda\left(\theta_{21}, 0\right)^{\prime}-2 \operatorname{tr}\left(\theta_{21}, 0\right) \Lambda Y_{2}^{\prime} \\
= & \operatorname{tr} Y_{2} \Lambda Y_{2}^{\prime}+\operatorname{tr} \theta_{21} \Lambda_{11} \theta_{21}^{\prime}-2 \operatorname{tr} \theta_{21}\left(\Lambda_{11} \Lambda_{12}\right) Y_{2}^{\prime} \\
= & \operatorname{tr} Y_{2} \Lambda Y_{2}^{\prime}+\operatorname{tr}\left(\theta_{21}-Y_{2}\left(I, \Lambda_{11}^{-1} \Lambda_{12}\right)^{\prime}\right) \Lambda_{11}\left(\theta_{21}-Y_{2}\left(I, \Lambda_{11}^{-1} \Lambda_{12}\right)^{\prime}\right)^{\prime} \\
& -\operatorname{tr} Y_{2}\binom{I}{\Lambda_{21} \Lambda_{11}^{-1}} \Lambda_{11}\left(I, \Lambda_{11}^{-1} \Lambda_{12}\right) Y_{2}^{\prime},
\end{aligned}
$$

where $\Lambda$ is partitioned to be conformable. Consequently,

$$
\begin{equation*}
\hat{\theta}_{21}=Y_{2}\binom{I}{\hat{\Lambda}_{21} \hat{\Lambda}_{11}^{-1}} \tag{3.2}
\end{equation*}
$$

and from (3.1) we obtain
(3.3)

$$
\begin{aligned}
& \operatorname{tr} \mathrm{Y}_{2}^{\prime} \mathrm{Y}_{2}\left[\left(\begin{array}{cc}
\Lambda_{11} & \Lambda_{12} \\
\Lambda_{21} & \Lambda_{22}
\end{array}\right)-\left(\begin{array}{cc}
\Lambda_{11} & \Lambda_{12} \\
\Lambda_{21} & \Lambda_{21} \Lambda_{11}^{-1} \Lambda_{12}
\end{array}\right)\right] \\
& =\operatorname{tr} \mathrm{Y}_{2}^{\prime} \mathrm{Y}_{2}\left(\begin{array}{cc}
0 & 0 \\
0 & \Sigma_{22}^{-1}
\end{array}\right)=\operatorname{tr} \mathrm{Y}_{22}^{\prime} \mathrm{Y}_{22} \Sigma_{22}^{-1} .
\end{aligned}
$$

From (2.9) and (3.3) we need to determine

$$
\begin{equation*}
\operatorname{Max}_{\Sigma}|\Sigma|^{-\frac{k N}{2}} e^{-\frac{1}{2} \operatorname{tr} Y_{22}^{\prime} Y_{22} \Sigma_{22}^{-1}-\frac{1}{2} \operatorname{trc} \Sigma^{-1}} \tag{3.4}
\end{equation*}
$$

This maximization is carried out by Gleser and Olkin (1970, Lemma 4.1). The maximum is equal to

$$
\begin{equation*}
\operatorname{Max}_{\Omega} p\left(Y_{1}, Y_{2}, C\right)=\frac{c(p, k, N) \cdot(k N)^{\frac{p k N}{2}}\left|C_{22}\right|^{\frac{k N}{2}} e^{-\frac{1}{2} p k N}}{\left|C_{22}+Y_{22}^{\prime} Y_{22}\right|^{\frac{k N}{2}}|C|^{\frac{k N}{2}}}, \tag{3.5}
\end{equation*}
$$

where $\Omega=\left\{\theta_{11}, \theta_{12}, \theta_{21}, \Sigma\right\}$. The maximum of $\Sigma$ is achieved by

$$
\begin{equation*}
\hat{\Sigma}=\left\{\mathrm{C}+\binom{\mathrm{C}_{12} \mathrm{C}_{22}^{-1}}{\mathrm{I}}\left(\mathrm{Y}_{22}^{\prime} \mathrm{Y}_{22}\right)\left(\mathrm{C}_{22}^{-1} \mathrm{C}_{21}, I\right)\right\} / \mathrm{kN} \tag{3.6}
\end{equation*}
$$

Note that $E \hat{\Sigma}=\Sigma[(k N-q) / k N]$.
Using (3.6) in (3.2) the MLE of $\theta_{21}$ becomes

$$
\begin{equation*}
\hat{\theta}_{21}=Y_{2}\binom{I}{-C_{22}^{-1} C_{21}} \tag{3.7}
\end{equation*}
$$

Notice that $\hat{\theta}_{1}$ and $\left(\hat{\theta}_{21}, \hat{\Sigma}\right)$ are independent and that $\hat{\theta}_{21}$ is an unbiased estimate of $\theta_{21}$. Furthermore one can show that

$$
\operatorname{Var}\left(\hat{\theta}_{2 l}\right)=\left(I_{k-q} \otimes \Lambda_{l l}^{-1}\right)\left(I+\frac{p-m}{(N-1) k-p-I}\right),
$$

where $\otimes$ is the Kronecker product.
The sampling distribution of $\hat{\theta}_{21}$ is rather complicated. If we let

$$
V=\left(\hat{\theta}_{2 I}-\theta_{2 I}\right) \Lambda_{1 I}^{\frac{1}{2}},
$$

then after considerable calculation, when $m \leqq p-m$, the density of $V$ is proportional to

$$
\int_{0<G<I_{m}} e^{-\frac{1}{2} \operatorname{tr} G V: V}|G|^{\frac{a}{2}}|I-G|^{\frac{b}{2}} d G,
$$

where $a=N k-q-p+3 m+1$ and $b=p-2 m-1$. The details of this derivation are omitted.

### 3.1 The Information Matrix

The asymptotic distribution of the maximum likelihood estimates follows from standard large sample theory once the Fisher information matrix is derived.

From the joint density (2.9) of $Y_{1}, Y_{2}$ and $C$ the first partial derivatives of the log likelihood are

$$
\begin{gathered}
\frac{\partial \log L}{\partial \theta_{1}}=\left(Y_{1}-\theta_{1}\right) \Lambda, \quad \frac{\partial \log L}{\partial \theta_{21}}=\left(Y_{21}-\theta_{21}\right) \Lambda_{11}-Y_{22} \Lambda_{21}, \\
\frac{\partial \log L}{\partial \Lambda}=\frac{k N}{2} \Sigma-\frac{1}{2}\left(Y_{1}-\theta_{1}\right)^{\prime}\left(Y_{1}-\theta_{1}\right)-\frac{1}{2}\left(Y_{21}-\theta_{21}, Y_{22}\right)^{\prime}\left(Y_{21}-\theta_{21}, Y_{22}\right)-\frac{1}{2} C .
\end{gathered}
$$

The Fisher information, $I(\theta, \Lambda)$, can now be obtained as the matrix of covariances of the first partial derivatives, or as the negative of the expected value of the second (cross) partial derivatives. In either case,

$$
I(\theta, \Lambda)=\operatorname{diag}\left(\left(I_{q} \otimes \Lambda\right),\left(I_{k-q} \otimes \Lambda_{l l}\right), \frac{N k}{2}(\Sigma \otimes \Sigma)\right),
$$

from which

$$
[I(\theta, \Lambda)]^{-1}=\operatorname{diag}\left(\left(I_{q} \otimes \Sigma\right),\left(I_{k-q} \otimes \Lambda_{\mathrm{l}}^{-1}\right), \frac{2}{\mathrm{Nk}}(\Lambda \otimes \Lambda)\right) .
$$

The transformation introduced in (2.6) implies that the factor $N^{-1}$ only occurs in the bottom right block of $[I(\theta, \Lambda)]^{-1}$.

In the context of the analysis of variance model that motivated this study, the hypotheses of "no row effects" and "no column effects" are equivalent to $H_{R}: \Theta_{21}=0$ and $H_{C}: \Theta_{12}=0$, respectively. The alternative hypotheses of interest normally are $A_{R}: \Theta_{21} \neq 0$ and $A_{C}: \Theta_{12} \neq 0$. The hypothesis "no column and no row effects" is $H_{R C}=H_{R} \cap H_{C}$ and could be tested if $H_{R}$ is not rejected or if $H_{C}$ is not rejected, that is, we test $H_{R C}$ versus the alternative $H_{R}$ or the alternative $H_{C}$.

For each model we obtain the maximum of the likelihood, from which the likelihood ratio statistics can be constructed. The first order approximation to the asymptotic distribution is given. A more accurate approximation to the null distribution of the likelihood ratio statistic can be obtained using the method of Box (1949) (see also Anderson (1958) Section 8.6.1).

A general discussion of related tests is provided by Gleser and Olkin (1970) and we rely on some of these results. We note that a reduction of each problem can be accomplished using invariance since most of the problems are left invariant by a group of transformations similar to that discussed in Gleser and Olkin (1970). A detailed study of the general MANOVA problem from a decision - theoretic point of view was made by Kariya (1978).

### 4.1 No Row Effects Model

From (2.9) with $H_{R}: \theta_{21}=0$, we obtain

$$
\hat{\theta}_{1}=Y_{1}, \quad \hat{\Sigma}=\left(C+Y_{2}^{\prime} Y_{2}\right) / \mathrm{kN}
$$

(4.1) $\quad \operatorname{Max}_{H_{R}} p\left(Y_{1}, Y_{2}, C\right)=\frac{C(p, k, N)(k N)}{\left|C+Y_{2}^{\prime} Y_{2}\right|^{k N / 2}}$ e

The likelihood ratio statistic is obtained as the ratio of (4.1) to (3.5):

$$
\begin{aligned}
L_{R} & =\frac{M_{R} p\left(Y_{1}, Y_{2}, C\right)}{M_{\Omega} p\left(Y_{1}, Y_{2}, C\right)}=\frac{\left|C_{22}+Y_{22}^{\prime} Y_{22}\right|^{\frac{k N}{2}}|C|^{\frac{k N}{2}}}{\left|C_{22}\right|^{\frac{k N}{2}}\left|C+Y_{2}^{\prime} Y_{2}\right|^{\frac{k N}{2}}} \\
& =\frac{\left|I+Y_{22} C_{22}^{-1} Y_{22}^{\prime}\right|^{\mathrm{kN} / 2}}{\left|I+Y_{2} C^{-1} Y_{2}^{\prime}\right|^{k N / 2}} .
\end{aligned}
$$

When $H_{R}$ holds, $-2 \log L_{R}$ is approximately distributed as a $\chi^{2}$ variable with $(k-q) m$ degrees of freedom.

### 4.2 No Column Effects Model

Write

$$
\Phi=\binom{\theta_{11}}{\theta_{21}}: \mathrm{k} \times \mathrm{m}, \quad \dot{\mathrm{Y}}=\binom{\mathrm{Y}_{11}}{\mathrm{Y}_{21}}, \quad \ddot{\mathrm{Y}}=\binom{\mathrm{Y}_{12}}{\mathrm{Y}_{22}}
$$

then, with $H_{C}: \theta_{12}=0$, (2.9) becomes

$$
\begin{align*}
p\left(Y_{1}, Y_{2}, C\right) & =c(p, k, N)|\Sigma|^{-\frac{k N}{2}} e^{-\frac{1}{2} \operatorname{tr} \Sigma^{-1} c}  \tag{4.2}\\
& \times e^{-\frac{1}{2} \operatorname{tr} \Sigma^{-1}(\dot{Y}-\Phi, \ddot{\mathrm{Y}})^{\prime} \cdot(\dot{\mathrm{Y}}-\Phi, \ddot{\mathrm{Y}})} .
\end{align*}
$$

A maximization similar to that in Section 3 yields
(4.3) ${\underset{\sim}{H}}_{\operatorname{Maxp}}^{\operatorname{Man}}\left(\mathrm{Y}_{1}, \mathrm{Y}_{2}, \mathrm{C}\right)=\mathrm{c}(\mathrm{p}, \mathrm{k}, \mathrm{N})(\mathrm{kN})$

$$
\frac{\mathrm{pkN}}{2} e^{-\frac{1}{2} \mathrm{pkN}} \frac{\left|\mathrm{C}_{22}\right|^{\frac{\mathrm{kN}}{2}}}{\left.|\mathrm{C}|^{\frac{\mathrm{kN}}{2}} \right\rvert\, \mathrm{C}_{22}+\ddot{\left.\mathrm{Y}^{\prime} \ddot{\mathrm{Y}}\right|^{\frac{\mathrm{kN}}{2}}}}
$$

The maximum is achieved by

$$
\begin{gathered}
\left.\hat{\Sigma}=\left\{C+\binom{C_{12} C_{22}^{-1}}{I} \ddot{Y^{\prime}} \ddot{Y}\right)\left(C_{22}^{-1} C_{21}, I\right)\right\} / k N, \\
\hat{\Phi}=\dot{\mathrm{Y}}+\ddot{\mathrm{Y}} \hat{\Lambda}_{21} \hat{\Lambda}_{l l}^{-1}=\dot{\mathrm{Y}}-\ddot{\mathrm{Y}} \mathrm{C}_{22}^{-1} \mathrm{C}_{21}
\end{gathered}
$$

The likelihood ratio statistic is obtained as the ratio of (4.3) to (3.5):

$$
\begin{aligned}
\mathrm{L}_{\mathrm{C}}=\frac{\operatorname{Max}_{\mathrm{C}} \mathrm{p}\left(\mathrm{Y}_{1}, \mathrm{Y}_{2}, \mathrm{C}\right)}{\mathrm{Max}_{\Omega} \mathrm{p}\left(\mathrm{Y}_{1}, \mathrm{Y}_{2}, \mathrm{C}\right)} & =\frac{\left|\mathrm{C}_{22}+\mathrm{Y}_{22}^{\prime} \mathrm{Y}_{22}\right|^{\mathrm{kN} / 2}}{\left|\mathrm{C}_{22}+\mathrm{Y}_{22}^{\prime} \mathrm{F}_{22}+\mathrm{Y}_{12}^{\prime} \mathrm{Y}_{12}\right|^{\mathrm{kN} / 2}} \\
& =\frac{1}{\left|\mathrm{I}+\mathrm{Y}_{12}\left(\mathrm{C}_{22}+\mathrm{Y}_{22}^{\prime} \mathrm{Y}_{22}\right)^{-1} \mathrm{Y}_{12}^{\prime}\right|^{\mathrm{kN} / 2}}
\end{aligned}
$$

When $H_{C}$ holds, $-2 \log L_{C}$ is approximately distributed as a $\chi^{2}$ variable with $q(p-m)$ degrees of freedom.

### 4.3 No Row and No Column Effects Model

$$
\text { With } \theta_{21}=0 \text { and } \theta_{12}=0 \text {, (2.9) becomes }
$$

(4.4) $p\left(Y_{1}, Y_{2}, C\right)=c(p, k, N)|\Sigma|^{-k N / 2} e^{-\frac{1}{2} \operatorname{tr} \Sigma^{-1}\left(C+Y_{2}^{\prime} Y_{2}\right)}$

$$
\times e^{-\frac{1}{2} \operatorname{tr} \Sigma^{-1}\left(Y_{11}-\theta_{11}, Y_{12}\right) '\left(Y_{11}-\theta_{11}, Y_{12}\right)} .
$$

By analogy with Section 3, we obtain
(4.5) $\underset{\mathrm{H}_{\mathrm{RC}}}{\operatorname{Max~}} \mathrm{p}\left(\mathrm{Y}_{1}, \mathrm{Y}_{2}, \mathrm{C}\right)$
$=c(p, k, N)(k N)^{\frac{p k N}{2}} e^{-\frac{1}{2} p k N} \frac{\left|C_{22}+Y_{22}^{\prime} Y_{22}\right|^{\frac{k N}{2}} \ldots \ldots}{\left|C+Y_{2}^{\prime} Y_{2}\right|^{\frac{k N}{2}}\left|C_{22}+Y_{22}^{\prime} Y_{22}+Y_{12}^{\prime} Y_{12}\right|^{\frac{k N}{2}}}$,
and is achieved by

$$
\begin{gathered}
\hat{\Sigma}=\left\{Q+\left(\begin{array}{cc}
Q_{12} & Q_{22}^{-1} \\
I
\end{array}\right)\left(Y_{12}^{\prime} Y_{12}\right)\left(Q_{22}^{-1} Q_{21}, I\right)\right\} / \mathrm{kN}, \\
\hat{\theta}_{11}=Y_{11}+Y_{12} \hat{\Lambda}_{21} \hat{\Lambda}_{11}^{-1}=Y_{11}-Y_{12} Q_{22}^{-1} Q_{21},
\end{gathered}
$$

where $Q=C+Y_{2}^{\prime} Y_{2}$.

The likelihood ratio statistic for testing $H_{R C}$ versus $H_{C}$ is given by the ratio of (4.5) to (4.3):

$$
L_{R C \mid C}=\frac{\left|C_{22}+Y_{22}^{\prime} Y_{22}\right|^{\frac{\mathrm{kN}}{2}}|C|^{\frac{\mathrm{kN}}{2}}}{\left|C_{22}\right|^{\frac{\mathrm{kN}}{2}}\left|C+Y_{2}^{\prime} Y_{2}\right|^{\frac{k N}{2}}}=\frac{\left|I+Y_{22} C_{22}^{-1} Y_{22}^{\prime}\right|^{\frac{\mathrm{kN}}{2}}}{\left|I+Y_{2} C^{-1} Y_{2}^{\prime}\right|^{\frac{\mathrm{KN}}{2}}} .
$$

When $H_{R C}$ holds, $-2 \log L_{R C} \mid C$ is approximately distributed as a $\chi^{2}$ variable with ( $k-q$ ) m degrees of freedom.

To test $H_{R C}$ versus $H_{R}$ we need the ratio of (4.5) to (4.1):

$$
L_{R C \mid R}=\frac{\left|C_{22}+Y_{22}^{\prime} Y_{22}\right|^{\frac{k N}{2}}}{\left|C_{22}+Y_{2}^{\prime} Y_{22}+Y_{12}^{\prime} Y_{12}\right|^{\frac{k N}{2}}}=\frac{1}{\left|I+Y_{12}\left(C_{22}+Y_{2}^{\prime} Y_{2}\right)^{-1} Y_{12}^{\prime}\right|^{\frac{k N}{2}}}
$$

When $H_{R C}$ holds, $-2 \log L_{R C} \mid C$ is approximately distributed as a $\chi^{2}$ variable with $q(p-m)$ degrees of freedom.

Remark. Note that

$$
\mathrm{L}_{\mathrm{R}}=\mathrm{L}_{\mathrm{RC} \mid \mathrm{C}}, \quad \mathrm{~L}_{\mathrm{C}}=\mathrm{L}_{\mathrm{RC} \mid \mathrm{R}}
$$

as expected.
5. An Example

To illustrate the proposed analysis we consider some data from an unpublished report by T. Toftegaard Nielsen, N. Schwartz Sørensen and E. Bjørn Jensen. The analysis of these data was originally carried out using the methods described in Andersen, Jensen and Schou (1978). Measurements of the concentration of plasma citrate on 10 patients given a certain diet was taken every hour from 8 a.m. to 9 p.m. The 10 patients fall naturally in two groups, a "high level" group and a "low level" group, each with 5 patients. For the present analysis the measurements corresponding to 8 a.m., li a.m. and 3 p.m. were chosen. The data and computations are given below.

TIME


Cell Means | 132.40 | 143.40 | 126.00 |
| :---: | :---: | :---: |
| 104.60 | 112.40 | 99.20 |

| 1964.40 | 1621.00 | 519.40 |
| ---: | ---: | ---: | ---: |
| Cross product |  |  |
| matrix C | 3558.40 | 1255.60 |
|  |  | 1130.80 |

Model with No Row Effect: Estimation

Means

| 118.50 | 127.90 | 112.60 |
| :--- | :--- | :--- |
| 118.50 | 127.90 | 112.60 |

Covariances

|  |  |  |
| :---: | :---: | :---: |
| 389.65 | 377.55 | 238.20 |
|  | 596.09 | 333.26 |
|  |  | 292.64 |

Model with No Column Effect: Estimation

Means

| 124.42 | 124.42 | 124.42 |
| ---: | ---: | ---: |
| 98.23 | 98.23 | 98.23 |

Covariances

| 248.54 | 282.91 | 61.32 |
| ---: | ---: | ---: |
|  | 636.29 | 147.39 |
|  |  | 114.79 |

Test for No Row Effects
$-2 \log L R=10.92 \quad \chi_{1}^{2}(.01)=6.63, \chi_{I}^{2}(.05)=3.84$

Test for No Column Effects

$$
-2 \log L R=7.22 \quad \chi_{2}^{2}(.01)=9.21, \chi_{2}^{2}(.05)=5.99
$$

The following Table is based on the usual univariate analysis of variance without regard to the fact that the column measurements are correlated.

## ANALYSIS TABLE



Total 13974.729

For this particular set of data the univariate and multivariate analysis both yield comparable results, namely, that there is no interaction effect, but a strong row effect and weak column effect.
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