


* Odd Aalen and S¢ren Johansen 

AN EMPIRICAL TRANSITION MATRIX 

FOR NON-HOMOGENEOUS MARKOV CHAINS 

BASED ON CENSORED OBSERVATIONS 

Preprint 1977 No. 6 

INSTITUTE OF MATHEMATICAL STATISTICS 

UNIVERSITY OF COPENGAGEN 

September 1977 

* Supported by the Norwigian Research Council for Science and the 

Humanities. 



Abstract: 

Keywords: 

A product limit estimator is suggested for the 

transition probabilities of a non-homogeneous 

Markov chain with finitely many states. The 

estimator is expressed as a product integral and 

its properties are studied by means of the theory 

of square integrable martingales. 
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An empirical transition matrix for non-homogeneous Markov 

chains based on censored observations. 

by 

Odd 0 .. Aalen 

and 

S,eSren Johansen 

1. The model and a summary of the results 

We shall consider a Markov chain (Xt,t E [0,1J) on a 

finite state space E with intensities or forces of transi-

tion given by Q (t) = (q .. (t) ,CiEE,; E E) 
1J "CJ 

where for all 

i f j E E 

q .. (t) > 0, q .. (t) < 0 and L: J' q .. (t) = 0, 
1J 11 1J 

q .. (.) 
1J 

limits, 

is left continuous and has right hand 

i 
5q .. (t)dt <CD. 
o 1J 

( 1.1) 

(1.2) 

(1.3) 

It is well known, see Goodman (1970), and Dobrushin (1953), 

that under these assumptions, the transition probabilities 

are given by the differential equations 

.9.. p(s,t) = -Q(s)p(s,t) 
as 

~t p(s,t) = p(s,t)Q(t) 

with initial condition pes,s) = I. The equations hold 

almost surely with respect to Lebesgue-measure. 

(1.4) 

(1.5) 

The solution to these eqqations p(s,t) is absolutely 

continuous as a function of sand t and is given by the 
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product integral 

p(s,t) = II (I + Q(u)du) 
]s,t] 

see e.g. Dobrushin (1953) or Johansen (1977). 

(1.6) 

The solution satisfies the Chapman~Kolmogorov equation 

p(s,t) = p(s,u) p(u,t) o ~ s ~ u ~ t ~ 1 (1.7) 

Consider first the problem of estimating p(s,t) on 

the basis of n independent observations of (Xt,tE [O,lU. 

(k) 
Denote these observations by {Xt ,tE [O,lJ}. The process 

will be considered conditioned on the starting value x (k) 
o • 

The process as may, however,· start in different·st:ai::€s. 

There are three estimators that present themselves. The 

obvious one is 

.(.1~( , ')' P .. s,t = 
1.J 

n (r) 
;2:;' l{X = i, 
r;:zl s-. 

(r) 
X t = j} 

n 
L. 

r=l 
l{X. (r) = i} 

s-

(1.8) 

which is simply the fraction of observations, available in 

i at time s, which end up in j at time t. 

This estimator does not satisfy equation (1.7) and does 

therefore not belong to the class of functions considered in 

the model. The idea underlying (1.8) is also not very useful 

when censoring is present. 

The estimator can be modified as follows: We split the 

internal [0,1] by a partition {t.} 
1. 

so fine that in each 

interval at most 1 jump occur. We than apply (1.8) to each 

interval and define 
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/I, 

p (s , t) (1. 9) 

Each of these factors is either the identili;y, if no jump 

occurs, or a stochastic matrix with only 1 off diagonal 

element positive and equal to 
n 

(r) . -1 
[g; 1{X =1}J 

s-r=1 

placed at position (i,j) if the jump took place from 

i to j. A different representation is given in (5.1) 

This estimator does not depend on the choice of partition 

and can be considered a generalization of the product limit 

estimator discussed by Kaplan and Meier (1958) and Breslow 

and Crowley (1974). Notice how the estimator is constructed 

as a product integral, a concept which formalizes that of 

a product limit. It is a basic idea of this paper that 

Markov chains are constructed in exactly the same way from 

their intensities as the above product limit estimator is 

constructed from the observed jumps. It is the formalism 

of the product integral representation that allows us to 

write up the basic stochastic integral equation (3.3) which 

again allows the martingale theory to be applied. The 

estimator (1.9) therefore satisfies (1.7) and, as we shall 

see in a certain sense also (1.4) and (1.5). It is not 
~ 

however absolutely continuous and a third estimator P 

can be constructed which interpolates between the steps 

A 

of P. 

This estimator is constructed using the observation 

A 
that the factors of P are simple~~ stochastic matrices 



- 4 -

that are imbeddable in time continuous homogeneous chains, 

see Johansen (1973). 

The methods used for analyzing the independent identically 

distributed observations can also be used for analyzing the 

situation where the process x I1), ... ,x(n) are censored. 

This is an important extension of the theory since in many 

medical and engineering applications the processes are only 

under observation part of the time. Therefore we present 

in section 2 a general model of censoring including most 

of those commonly considered in the literature. We will 

show that the mUltiplicative intensity model for counting 

b 
processes (see Aalen 1977 ) play a central role in the 

description of censored processes. 

In section 3' we will show how an estimator for the inte-

/\ 

grated intensity allow's us to define P as a prqduct 

integral relative to the censored processes. This section 

also contains the exact properties of the estimator. We 

derive those by employing the theory of square integrable 

martingales.as well as results on product integrals to 

A 

represent P as the solution to a stochastic integral 

equation. From this follows certain martingale properties 

"-
of P. 

The same technique is used in section 4 to obtain the 

1\ 
asymptotic distribution of the process P. In 5 the smoothed 

estimator is discussed and it is proved that it has the 

same asymtotic properties as P. Finally, in the appendix 

we have collected a few items that supplement the methods 

r 
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used in the paper. 

1\ 
The estimator P was previously suggested and studied 

by one of the authors (Aalen, 1973 and 1975) in the case 

when E has only one transient state. It was stated in 

Aalen (1973) that an extension to general Markov chains 

was possible. When the present paper was esse'ntially finished, 

it came to our attention that Fleming (1977 q ,b) has suggested 

1\ 

the same estimator P as we _ have. He does, however, 

only treat the uncensored case and gives no exact results. 

He also does not give the smoothed version of the estimator. 

Also, our methods are quite different from Flemings, espe-

cially our use of the product integral representation. 
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2 . A general model for censoring 

Define Y. (k) (t) = 1{X (k) = i}. Let K .. (k) (t) denote 
1 t- 1J 

the number of jumps directly from i to j that X (k) 

has performed in the time interval [0, t J, hence the pro­

(k) 
cess K.. is right-continuous. Put 

1J 

K :S! {K .(k.) , k 1 " E} = , ••• ,n, 1,J e • 
. 1J 

Let Q be the space of possible sample paths of K 
o 

for t E [0,1]. Let (A,A,P) be a probability space with 

P, not depending on the intensity Q'~.i and let Q be the 

Cartesian product of Qo and A. Let ~t be the product 

a-algebra on Q corresponding to the a-algebra A on A 

and the a-algebra on Q generated by {K(s) , 0 :S s :S t};. 
o 

The family {~t' 0 :S t :S 1} is increasing and right-con­

tinuous (see Boel et al., 1975). Let P be the product 

measure on ~ = ~~ generated by the measure Pi on A 

and the measure on 
(k) 

~1 = a{Xt ,O:S t:S 1, k=1, ••• ,n}. 

given by the previously defined Markovian structure. 

K is a multivariate counting process with 

having intensity process 
(k) 

q .. Y. 
1J 1 

relative to 

K. ~k) 
1J 

this paper we will exploit the recently developed martin-

gale-based approach to counting processes, see e.g. Boel 

et ale (1975) or the short review in Aalen (1977b). A 

consequence of that theory is that the M. ~k) defined by 
t 1J 

= K.(~) (t) 
1J 

r q .. (s)Y. (k) (s)ds j 1J 1 

o 

are orthogonai, square integrable martingales with variance 
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process 
t 

<: M .. (k) , M .. (k) > .. (t) = 
, lJ lJ ~ (k) 

. q .. (s)Y. (s)ds. 
lJ l 

o 

(See e.g. Meyer, 1971 for these concepts). 

The censoring process is a stochastic process J = (J1 ,·· .,In ) 

which has piecewise constant and left-continuous sample 

functions taking the values 0 and 1 and with a finite number 

of jumps~W e also assume that J (t) is measutable with respect 

to for all t E [0, 1 ] • The pro c e s s 

at those times t for which Jk(t) = 1. 

x (k) 
t 

is observed 

Notice that J(t) may depend in almost arbitrary ways 

on what has been observed in the past and on outside random 

variation (modeled by the space A). Hence, our censoring 

scheme is considerably more general than those commonly 

considered in the literature, see e.g. Kaplan and Meier 

(1958) • 

Define now the stochastic integrals 
t 
( (k) 

= J J k (s) dMij (s) 

o 

By the theory of stochastic integrals (see e.g. Meyer, 1971), 

the 
A (k) 
M .. 
lJ 

are orthogonal, square integrable martingales. 

Hence, by the above mentioned counting process theory, 

/\ {" (k) k 1 .. E} . K = 'K .. , = , ••• ,n,l,J E glven by 
lJ t . 

~.(~) = ( J k (s) d K .. (s) 
lJ J lJ 

o 

is a counting process with K~~) having intensity process 
lJ 
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1\ (k) 
q. ·JkY. 

1J 1 
relative to {~t}. We call K the censored 

process. 

Define now N .. 
1J 

, "(k) _ (k) *_ 
= L K.. , N. - L JkY. ,N, - {N., i E E} 

1J 1 . 1·· 1 

and N = {N .. , i,j E E}. N is a counting process with N .. 
1J 1J 

having intensity process q .. N .• The aSSlmptions made above 
1J 1 

imply that Nand N* are observed over the time inter-

val [0,1]. 

Assume for a moment that A is the trivial a-algebra. In 

Aalen (1977b) it is proved that the statistic 

{ K (k) " } Lk .. ,1, J E E 
1J 

is complete for the nonparametric model 

defined by (1.1), (1.2) and (1.3). Since (N,N*) is a 

measurable function of that s·tatistic it follm.vs that (N ,N*) 

is complete. 

If (N ,N*) is sufficient, then we have a case of the 

mUltiplicative intensity model studied in Aalen (1977b). 

Obviously, the inference procedures developed for that model 

is applicable whether (N ,N*) is sufficient or not, but 

in the latter case some information will be lost by only 

applying those procedures. 

The question when (N,N*) is sufficient will be treated 

in a later paper by one or the authors. In the present 

paper we will only announce the result that (N~;N*) is in 

general sufficient when all J. are decreasing processes, 
1 

i.e. in the case of right-censoring, while otherwise it 

will generally not be sufficient. In the case of uncensored 

processes sufficiency is clear by a simple likelihood 
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consideration (see Aalen (1977b)). 

Finally, one should note that this whole problem of 

sufficiency only arises when one can follow each process 

x(k) individually over the time interval {t : Jk(t) = 1}. 

Sometimes this may not be the case, and one may at any 

time t only be able to observe the numbers of processes 

in each state and the jumps that occur without knowing 

which process that jumps. Of course, this amounts precisely 

to observing (N,N*). 

At any rate, in the present paper we will study esti-

mation of p(s,t) based solely on the stctistic 
t 

Put M .. (t) = N .. (t) - S N. (s) q .. (s) ds. 
1J 1J 0 1 1J 

(N ,N*) • 
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3. The estimator and its exact proQerties 

It was suggested by Aalen (1977b) that one should use 
t 

~ .. (t) = r 1{Nl. (s) ? 1}N. (s)-1dN .. (s) i 1= j (3.1) 
lJ j l lJ 

o 

as an estimator for the integrated intensity 

B .. (t) = rt q .. (s)ds. This estimator has previously been 
lJ j 0 lJ 

suggested for life testing models by Altshuler (1970) and 

Nelson (1969). 

From the integrated intensity (3.1) it is now possible 

to estimate the "transition probabilities using the theory 

of product integral's. 

The necessary theory for constructing Markov .dhains from 

integrated intensities, that are not absolutely continuous 

with respect to Lebesgue measure was given by Dobrushin 

(1953) , who developed the product integral for matrix 

valued measures, see also Johansen (1977). A similar problem 

was solved by Jacobsen (1972) for countable state chains. 

In terms of product integral we now define 

where 

A A 

P (s , t) = II ( I +dB) 

1\ 
B .. is 

lJ 
A 

]s,t] 

given by (3.1) and 
/\ 
B .. = 
II 

1\ 
-L B ..• 
.-t.. lJ 
Jrl 

(3.2) 

Since B is a purely discrete measure with finite support, 

/\ 

P reduces to a finite product of stochastic matrices. For 

" very small intervals ]s,t], either B]s,t] = 0 in which 

/\ 
there is jump occuring in ]s,t], case P (s ,t) = I or one 

-1 
from i to j at time u, say, then dB .. (u) = N. (u) ~ 

lJ l 



- 11 -

A 

and this means that pls,t] is a stochastic matrix with only 

1 off diagonal element different from zero. Thus (3.2) is 

the same as the estimator (1.9). 

Once the intensity is estimated one can also derive esti-

mates of the waiting time distributions 

G. [0, t] = 1- IT (1 +dB .. ) 
1 [O.t] 11 

A 

by simply inserting B .. 
11 

instead of B ... 
11 

Put F.(t)=l-G.[O,t]. Then we get: 
1 1 

A A . A 

F. (t) =:-·---l-G." -[0 I·t] = II (l+dB. ~) = 
1 1 [0, t]· 11 

IT 
t <t 
r-

1 
(l-N.(f» 

1 r 

where {t} denotes the times where a jump occurs from i~ 
r 

"'-
This estimator generalizes, in a different sense than P, the 

estimator suggested by Kaplan and Meier (1958). 

Let 

and 

.,..;; 

B .. (t) 
1J 

t 

= J 
o 

1{N. (u) ~ 1} q .. (u) du 
1 1J 

.~ "p.!j 

P (s , t) = IT (I + dB) . 
]s,t] 

Then the following result is an analogue to Theorem 6.2 of 

Aalen (1977b). See the appendix for the notation. 

A A 

Theorem 3.1 The process p(O,t) = IT (1+dB) satisfies the 

stochastic integral equation 
t 

[0, t] 

~ (O , t) p (O , t) - 1 _ I = ~ £ (O , s) d (:8-B) (s) P (o, s) - 1 

o 

.(3.3) 

Further 
A . ."., -1 

Mt = p(O,t) P (O,t) -I is a square integrable 
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/M M > \ t' t· 

(3.4) 

= ~ P(O,s) ® £(O,s)d(B-B,B-B) (s) P (O,s)-ll8) p-l(O,s) 

o 

wher e 18) denotes the Kronecker rna tr ix product. 

It follows from the above relations that 

E ~(O,t) P (O,t)-l = I 

and that 

v fP (0 , t) p- 1 (0 , t) } = E (P (0 , t) p (0 , t) - 1 - I) d? (0 , t) p (0 , t) - 1 - I ) , 

t 

(A A 11\ ;V/\,," iV -1 A# -1 
= E JP(O,s-)® p(O,s-)d'B;"..,B.,JB ... ·B) (s)p(O,s) ®P(O,s) • 

o 

f\ 
Proof: As is shown by Johansen (1977), P satisfies the 

differential equation 

A A 
dP(O,t)_ "', dB 

d v - p(o, t.-:)dv a.s. [v ] . 0 
o 0 

/v~ 

and P (t, 1) satisfies the equation 

>V 

dP (t,l) 
dv 

o 

w 
dB 
dv 

o 

,J 

P (t , 1) a.s. [v ] 
o 

A 
where v is a measure that dominates the measures of B 

o 
~ A N 

and B. One can take v = trB - trB. o 

Then 
~A . 

d /\ ,J 
dV (p(O,s)P(s,l» 

o 
= ~(O,s-) d~~s,l) + d~~O,s) -;(8,1) 

o 0' ..... ~ 

/\ 

A dB = P (0,8-) (d 
Vo 

Integrating from ° to t gives 

1\ A J'>J ,.J 
p(O,s-)d(B-B) (s) P (s,l) 

1\ rJ N 

p(O,t)P(t,l) - P(O,l) =) 
t 

o 

(3.5) 
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= exp{f 2:1..1 N. (u) ? 1 q" (u)du} J 1. 1.J 
o 

? exp{2: .fq .. (u)du} > 0. Hence we can divide throu.gh in 
1. j 1.J 

o 
"-' 

(3.5) by P(0,1) which proves the relation (3.3) as a 

Stiltjes integral for a given realization of the process. 

In order to prove that it is a stochastic integral, and 

infact a square integrable martingale we first note that 

each element of the matrix is the sum of a finite number of 

integrals of the form 
t r A rv ""mj 
j Pik(O,s-)d(Bkm-Bkm ) (s)p (O,s) 

o 

The coefficients 
A 
Pik(O,s-) and "'pm:j (O,s) are left 

continuous and measurable with respect to ~ • Further s 

;ik(O,S-) :::: 1 and pmj (O,s) is evaluated as follows: 

.vmj I'V 
P (O,s):::: (Det P 

-1 fa. rv 
(O,s)) 2:(-1) II p, (') 

•. -h,.. 1.0' 1. 
a 1.rHL 

:::: (Det P(0,1))-1(k_1)! 
a(i)fj 

(0, s) 

Thus the coefficients are bounded predictable processes. 

By proposition 3 of Doleans-Dadeand Meyer.( 1970) it now suffices 

to prove that 

E 

o 

and 
1 

E ~ d<~km -"Bkm '~krn-Bkrn) (s) < OJ 

o 
A N 

By Theorem 6.2 of Aalen (1977b) the process Bkm-Bkm 

is a square integrable martingale and 
~t 

(3.6) 

(3.7) 

E l~km~Jtkml ('j:) :;; E S1{NK (11) ~1 }Nk (u) -~dNkm€tl)fg\llN,k~U~~lJ'qkmCuldU 
. J' 

. 0 
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and t 

= E } 1{Nk (u) ~ 
o 

. -1 
l}N (u) q. (u)du. 

k km 
(3.8) 

1 

All these integrals, however, are bounded by \ qkk (u) du < CD 

o 

which comp letes the proof of Theorem 3.1. 

Using a similar argument one can prove the following results 

about the generalized Kaplan-Meier estimator of the waiting time 

distribution. 

1\ 

Theorem 3.2 The process II (I+dB .. ) = 
CO,t] II 

stochastic integral equation 
t 

)\ 

F. (t) 
I 

satisfies the 

(\ rv -1 
F. (t) F.(t) -1 = 

I I·. 
f F. (s-) .:c, .. -13' .. ) (s) F. (s)-l 
) I Lif1.1. II I 

o 

_.-..I '-?' ..... ,J 

where F. (t) = II (l+dB .. ). Hence 
I [O,t] 11. 

A ,.v 1 
St = Fi{t)Fi - {t)-l ji E E, 

are orthogonal square integrable martingales and 

t 

J 1\ 2 ,/\ ry 1\ ?.J. 

F. (s-) d(B .. -B .. ,B .. -B .. 
I" 1.1. 11. 11. II 

o 

'v -2 
(s)F. (s). 

I 

Remark. Notice that Theorems3.1 and 3.2 only depend on the fact that 

N.. is a counting process with intensity process N.q ..• Since 
IJ I IJ 

the only important requirement to N. 
I 

in the counting process 

theory is that it be predictable, one may in principle intro-

duce rules to control the size of N. 
I 

such that it does not 

become too small. This requires that one has a "reservoir" 

of possible observations/that can be inserted into the states 

when needed. If in particular N. (t) ~ 1 
I 

for all ---- i and t, 
"-,r-J A 

then p = P and so P is unbiased. The same holds for the F .• 
I 
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4. Asymptotic properties of the estimator 

We shall first state a general theorem which is a slight 

modification of Theorem 2.1 in Aalen (1977a). The conditions 

have been changed slightly so as to be easier verifiable, 

but also slightly weaker. The theorem may therefore have 

some interest in itself. 

A 
We shall then prove consistency of P and find the 

limiting distribution. 

We therefore start with a sequence N. 
1,n of coun~ing 

processes, i = 1, •.. ,k,n = 1, •.. , with intensity 
t 

we let N. (t) - ) A. (t) dt = M. (t). We also 1,n 1,n 1,n 
o 

A. and 1,n 

have the 

processes H. which are predictable and satisfy 1,n 
2 

H. E L (M. ) 
1,n 1,n 

so that Y. = r H. dM. is a square 1,n j l,n 1,n 

integrable mar~ingale. 

We shall assume the regularity conditions of Aalen 

(1977a): If H,N,A are any of the above processes then 

we require that 
1 

E r I H ( s) I dN (s) < CD 

o 

(4.1) 

There exists a non decreasing process {~(t) ,0 ~ t ~ 1} 

such that Ep(1) < co and such that 

IH2 (s) A(s) - H2 (t) A(t) I ~ I ~(s)-~(t) I ' 

H2(s) A (s) ~ ~(1), 

E ~(1) N(1) < CD, 

('I 
E~(1) ~ A(s)ds<m 

o 

(4.2) 

(4.3) 

(4.4 ) 

(4.5) • 
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We can then prove 

Theorem 4.1 Let the following condi funs be satisfied 

P 
H. (s)-- 0 n ~ OJ 
l,n ' 

2 
H. (s) A. (s) 
l,n l,n 

P 2 
-- g. (s) 

l 

2 
g. (s) bounded on [O,lJ 

l 

2 . 
H. (s) A. (s) integrable uniformly in (n, s, i) • l,n l,n 

(4.6) 

(4.7) 

(4.8) 

(4.9) 

Then if W1 ' ••• 'Wk are independent Wiener processes and 

Y. = S g . dW. we have l l l 
w 

Y =9 Y. 
n 

Proof: The theorem will be proved if we can prove that the 

conditions of Theorem 2.1 of Aalen (1977a) 
t 

are satisfied: 
t P 

(H. (s)A. (s)ds---J l,n l,n ~9~(S)dS (4.10) 

o o 

1 

~ E ( H. 2 (s) i { I H . ( s) I ~ s} dN . ( s) ~ 0 
i=l l l,n l,n l,n 

(4.11) 

o 

Since we are using uniform integrability we remind about 

the following standard result for a sequence of random vari-

abIes {X }: 
n 

P 
X - 0 X n 'n 

Let now 

uniformly integrable =9 

K. (s) = I H~ (s) A. (s),""g~(s}l. 
l,n l.,n l,n .l. ~ 

EX ~ O. 
n 

By (4.7) K.(S) ~ 0 
l,n and since, by (4.9) and (4.8) 

is uniformly integrable it follows from (4.12) that 

K. l,n 
( s) 

(4.12) 
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E K. (s) -? 0. Since l,n . E K. (8) 
l,n is bounded in (n,s) we get 

(-. . E K. (s) d s -? ° j l,n but this easily implies (4.10). 

o 

To prove (4.11) note that 

st H. 2(S)1{IH. (s)I~c;:}d{N. (8)_(S A. (u)du} 
l,n l,n l,n J l,n 

o o 

lsa martingale and hence 

2 
H . ( s) 1 { I H . ( s) I ~s } dN . ( s) l,n l,n· l,n 

o 

t 

= E ~ H. 2(s)A. (s)1{IH. (s)l~ s}ds. l,n l,n l,n 
o 

From (4.6) and (4.7) it follows that 

. . 2 P 
Z. (s) = H. (s) A. (s) 1{1 H. (s~~ s} -? 0, l,n l,n l,n l,n 

but (4.9) implies that Z. (s) is uniformly integrable 
l,n 

and hence E Z. (9) -? ° but since also E Z. (s) is 
l,n 1 l,n 

bounded in (s,n) we get S E Z. (s)ds -? 0, which proves 
l,n 

o 

(4 .11). 

For applications of this theorem it is worth noting that 

the uniform integrability of a sequence of random variables 
1+s 

{X} is implied by a condition like Elx I .~ c or, for 
n n 

w 
positive variables by X =9 X n and E X -? EX. n 

'" We shall now study the asymptotic properties of P when 

the number n of observed processes increases to m. We 

wr i te J (n) = (J 1 (n) J ••• ,In (n) ) to indica te that each 

element of the censoring process may depend on all observed 
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processes. Of course, all stochastic processes occurring 

below will depend on n, but we will generally suppress n 

from the notation. We will first give a consistency result. 

The matrix norm used is defined in Section 3. 

Theorem 4.2 Make the following assumption: 

E[1{N. (t) = 1}N. (t)-1] + P{N. (t) = O} ->- ° 
l l l 

for all i and t. 

Then: 

A P 
suplp(O,t) - p(O,t) I ->- ° 

t 

Proof: .we have 

1\ 

Ip(O,t) - p(O,t) I 

= I (P(0,t)P(0,t)-1_ 1)p(0,t) 

iV' -1 
+ (p (0, t) P (0, t) -I) P (0, t) I 

::s I ~ (0 , t) P (0 , t) - 1_1 I + I P (0 , t) P (0 , t) - 1 -II 

We will treat these two terms separately. From Theorem 3.2 

we have 
t 

~ (O,t) P (O,t)-1_1 = ~ A A "'" N" -1 
p(O,s-)d(B-B) (s)p(O,s) • 

o 

The ij'th term of this integral is a sum of stochastic 

integrals of the form 

t 

~ /\ A "'.;mj 
P'k(O,s-)d(Bk -Bkr ) (s) p (O,s) 

l m m 

o 

and we shall therefore first study the joint limiting be·-

haviour of the processes 
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t 

Yk~,n(t) = ~) Pik(O,s.;...)pm j (O,S)d(Bkm-B~m) (s) (4.13) 

t 
o 

The stochastic integral given in (4.13) was investigated 

in (3.6), (3.7) and (3.8) and it was proved that 

E ( L Ykm (1) ) 2 
In ,n 

(' 1\ 2 ( «v mj ) ) 2 ( -1 ( () 1) () = E j Pik O,s-) p (a,s Nk s) 1 Nk s ~ qkm s ds 

[0,1] 
1 

( -1 
~ C E j 1{Nk (S) ? 1} Nk(S) qkrn(s)ds 

o 

for some constant c. By the assumption and Lebesgues dominated 

convergence theorem the last expression converges to 0, and 

so it follows by a submartinga1e inequality (Doob, 1953, 

Theorem 3.4 and p. 354) that 

A .-..' -1 p 
sup/p(O,t)P(O,t) -II- ° 

t 

Using t 

.,.../ -1 
p(O,t)p(O,t) -I \ ~ ~ -1 

P(O,s)d(B-B) (s)p(O,s) = 

0 

we get 

rv' -1 
/p(O,t)P(O,t) -II ~ 

Now we have the evaluation 

-' ° ~ B .. (t) - B .. (t) ~ 
1J 1J 

t 

~ 
0 

rJ 

d I B-B / • 

1 

11{Ni (s) = 
o 

° }q, , (s) d s • 
1J 

From the assumption of the theorem and Lebes9ues dominated 
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convergence theorem we have 

1 1 

E ( 1{N. (s) = o} q .. (s)ds = ( P{NL. (s) = O}q .. (s)ds 4 ° 
) 1 1J J 1 1J 
o o 

Hence we may conclude: 

ev 1 
sup/P(O,t)P(O,t)- -II 4 0. 

P 

t 

We will now prove a weak convergence result. In the proof 

we will consider the stochastic integrals Yk (t) 
m,n de-

fined by (4.13). These integrals have the form needed to 

apply Theorem 4.1 if we define 

Hk (t) = m,n 

. -1 
i\m,n (t) = 1{Nk (t) ?: 1}Nk (t) qkm (t) , 

We first have to state conditions ensuring that the regu-

larityassumptions (4.1) - (4.5) hold. Condition (4.1) holds 

immediately since Hk (t) is bounded and m,n 
E Nkm (1) < co. We 

will assume that there exists a bounded increasing function 

q on [0,1] such that / q .. (u) - q .. (v) I ~ I q (u) - q (v) I ' 
1J 1J 

u,v E [0,1],i,j E E. Denote the total number of jumps of 

-1 
1{N. (t) ? 1}N. (t) , i E E~ by R. By the assumption about 

1 1 

the censoring process in Section 2 R is almost surely finite. 

We assume: 1 

E (R LN .. (1)) < co, E (R L (' 
. . 1J .; J 
1,J ... 

o 

N. (s) ds) < co 
1 

By a slight extension of the argument in Aalen (1977b, 

Section 6.4) it may be shown that these assumptions are 
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enough to ensure that (4.2) - (4.5) hold. 

We will now make an application of Theorem 4.1. Let 

W .. , i f j, be independent Wiener processes and define 
1J 

Y .. (t) 
1J 

Y .. 
11 

- - L 
jfi 

Y .. , 
1J 

t 

U(t) = ~P(O,S)Y(dS)P(s,t). 
o 

i f j, 

Theorem 4.3 Make the following assumptions: 

·1 

(i) 4ii ~ 1{N. (s) 
1 

P 
= O}q .. {s)ds ~ 0 

11 

(ii) 

(iii) 

Then: 

o 

1 N. (t) P ~ p. (t) ?:: a > 0 
n 1 1 

-1 
n:1{N. (t) ?:: 1}N. (t) 

1 1 

4f- i,t, 

is uniformly integrable in (n,t,i). 

A 

,JU'(p-P) =9 U. 

Proof: We first consider the stochastic integrals 

We have to check the conditions of Theorem 4.1. 

Y . 
km,n 

.1\ 
Condition (4.6) follows from the consistency of p(O,t) 

together with assumption (ii). Similarly (4.7) follows and 

also (4.8). Condition (4.9) follows from assumption (iii) 

since the coefficients and (pffij) 2 are bounded • 

Thus we have established that 

W 
=9 V kTtl 
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with 

dWkm(s) 

t 

~ ~ mj 
Pik (0, s)p (0, s) dYkm (s) 

.. 0 

Hence 
t 

Now 

A . -1 
jn(p(o,t)P (O,t)-I) 

o 

-1 
P(O,s)dY(s)P(O,s) 

A A c~d' -1 (/\,j 

~(P(O,t)-P(O,t» = ,[ri(P(O,t)p(O,t) -I)P(O,t) 

;"""" 
+ In (p (0, t) -p (0, t) ) • 

Hence we have completed the proof if we can prove that 
,~#' w 

!i1(p(O,t)-P(O,t» =9 0. 
'<,.J 

This follows, however, from 

(t....... tV 

p(O,t) - p(O,t) = j P(O,u)d(B-B) (u)p(u,t). 

o 

and 

r.I 
Ip(O,t) - p(O,t) I 

Hence by assumption (i) 

o 

1{N. (u) 
1 

sup 
t 

I~(o,t) - p(O,t) I ! 0, 

= O} I q .. (u) I du 
11 

n -+ en 

A-

We have now found the asymptotic distribution of P. The 

covariance matrix of the limiting distribution is found as 

follows: 
t 

E(U,U>(t) ~ \ prO,s) ® P(O,s)d<Y,Y,(s)P(s,t) ® p(s,t) 

o 



- 23 -

But t 

<Y, Y> (t) = <Y';:' 'Yk > (t) 
'k . 1J m 
1 ,Jm 

~ q .. (u) 
= -..::;;l~J--,-_ 

Pi (u) 
du if 

o 

(i,j) = (k,rn) and ° otherwise. 

Let C.. denote the intensity matrix with element (i,j) 
1J 

equal 1, element 

<Y,Y>(t) = L 
ifj 

(i ,i) equa 1 
t 

\' 
q .. (,.,u,) 

1J i" 

Pi (u) 
o 

-1 and the rest zero, then 

du c.. ® c ..• 
1J 1J 

The following theorem gives a consistent estimator of 

the covariance matrix of the limiting distribution. 

Theorem 4.4 Suppose the conditions of Theorem 4.3 hold 

with (iii) substituted by 

(iii) n 2 1{N. (t) 
1 

?: 1}N. (t) - 2 
1 

is uniformly integrable in (n,t,i). 

Define: t 

v (t) 
n 

where 

= \ 
J 
o 

Z (t) = L 
n ifj 

Then 

"A A /\ 

p(O,s)®P(O,s)dZ (t)p(s,t) ® p(s,t) 
n 

t 

~ -2 
~, n1{N. (s) ?: 1}N. (s) dN .. (s)C .. @ C .. 

1 1 1J 1J 1J 
o 

P 
sup Iv (t) - E(U,)1J >(t) 1- o. 

I: n 

Proof. Define: 
t 

Z.. (t) = \ 
1J ,n J 

o 

-2 
n 1 {N. (s) ?:1 } N. (s) dN.. (s) • 

1 1 1J 

A 
By the consistency of P it is enough to prove for each 
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pair (i,j) : 
t 

sup / Z.. (t) ~ q .. (s) - 1] t 1],n p. (s) 1 

ds/ 
p -;. o. 

0 

We have 
t 

Z.. (t) - ~ qij (s) 
1J,n 

p. (s) 
1 

ds 

0 

t 

= \ ( -2 
n1{N. s)?: 1}N. (s) dM .. (s) 

~ 1 1 1J 
o 
t 
~_' _1-1 

[n1{N. (s)?: 1}N. (s) -po (s) ]q .. (s) ds 
1 1 1 1J 

+ 

o 

= A (t) + B (t). 
n n. 

I,t follm'l7s immediately from the conditions that 

sup/B (i) /R O. Now, A (t) is a square integrable martin-
t n n 

p 
gale, and so Sup/A (t) I -;. 0 if 

n 

E(A (1) ,A (i» 
n n 

1 

= E \ n 21{N.(S) ?: 1}N.(S)-3q .. (s)ds J). 1 1J 

o 

converges to o. This is, however, an immediate consequence 

of the assumptions, using the result (4.12). 

The verification of the assumptions of the theorems 

in this section in' the uncensored case is a straightforward 

exercise. 
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For the empirical waiting time distributions we may prove 

the following results in a way similar to above. 

Theorem 4.5 Make the assumption of Theorem 4.2. 

Then: 

sup 
i,t 

F.(t) - F.(t)1 ~ 0 
1 1 

Let k be the number of states in E. 

Theorem 4.6 Make the assumptions of Theorem 4.3. The~the 

vector 

. J-::\ .'\ .i'\. 
~n(Fl-Fl'···' Fk-Fk ) 

of stoch£tic processes converge weakly to the vector 

A 

An estimator of the asymptotic variance of I:n(F.-F.) is 
1 1 

which is consistent under the assumptions of Theorem 4.4. 

Theorems4.5 and 4.6 generalize results of Breslow and Crowley 

(1974) and Aalen (1976). 
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5. The smooth estimator and its properties 

In this section we shall discuss the smoothing of the 

estimator (1.5). Let us first give a different formula for 

the estimator P. We let the jumps of the processes occur 

at 0 < s1 < s2 < ... and let the n'th jump go from 

j • Then 
n 

A -1 
P (s ,t) = II (I + N. (s) c. .} 

1 n 1 J s<s ~t n n n 
n 

In order to smooth this we note that 

e tciJ' .= I + (1 -t) c.. -e . 
1J 

i to 
n 

(5.1) 

(5.2) 

This follows from 
2 c .. = -c. ; 

1J 1J 
together with the series 

expansion for the exponential function. 

The matrices 
tc· . e 1J are the simplest imbeddable stochastic 

matr ices, see Johansen (1973). and the representation (5.2) 

A 

and (5.1) exhibits p(s,t) as a finite product of these 

elementary matrices 

A 
p(s,t) = II e 

s<s ~t 
n 

ln 

N. ( ) 
1 sn 

n 
N. (s )-1 

1. n 
n 

It is therefor e not difficu 1 t to interpolate to make this 

estimator smooth. We just define 

and 

and 

A t-s 
'l'- n-l 
Q(t) = ---s -s 

~ n-l 
B(t)= L 

k=l 

n n-l 

~ ~ 
P(8,t)= IT (I+dB) 

]8,t] 

~~ 
= P (8, 8 )--:' Q (t) 

n-l e ' 

s l<t ~ s n- n 
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A. /\ 
Then one easily checks that P and P coincide at all 

1\ 
the jump points, but whereas P is piecewise constant we 

A 
have obtained that P is absolutely continuous and satisfies the 

~ 
Kolmogorov equations (1.1) and (1.2) with the B given above. 

1\ ~ 
Clearly the estimates P and P are not very different, 

/N. 
but P(O,t) is not measurable with respect to ~t since it 

depends on where the next jump is going to happen. 

Now 

The difference can be evaluated as follows 

¥!> 

I ; (0 , t) - ~ (0 , t) I ~ I ~ (0 , s n- 1) (e Q (t) - I) I 
9'<> A 

~ /eQ(t)_II ~ Ib(t)1 e/Q(t)/ 

~ t-s 
n-1 

N. (s ) 
~ n 

n 

,s 1 < t ~ n-

I Q (t) / = 2 s -s 
n n-1 

In 
N. (s )-1 
~ nee 

n 

N. (s ) 
~ n 

~ 2 In 
n 

N. (s )-1 
~ n 

n 

If the assumptions of Theorem 4.2 hold then 

~ /\ 

s . 
n 

~ P 
supi Q (t)l~ ° 

t 

as n ~ roo This implies that P and P have the same 

asymptotic behaviour. 
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6. Appendix 

In this appendix we have collected a few results which 

provide a background for some of the methods in the main 

body of the paper. 

We shall discuss bri~fly square integrable matrix valued 

martingales and stochastic integrals wi th respect to them. 
p 

and we shall prove that the process N .. 
1J 

is in fact a 

counting process with intensity N. q ..• For the theory of 
1 1J 

square integrable martingales and stochastic integrals, see 

e.g. Meyer (1971). 

Let now M be a matrix of square integrable martingales 

on [0,1]. We define (M,M> as the matrix we get by sub-

stituting in the Kronecker product M @ M, the element 

M .. M. 1J --km by (M .. ,M. ). Then 
1J -Km 

valued martingale. 

is a matrix 

Next we shall use stochastic integrals with respect to 

such on M. Let K and H be matrices of predictable pro-

cesses, with a dimension such that the matr ix product HM!< 

has a meaning and such that 
1 

~ 2 2 
E H .. (u) K (u) d <M t M t> (u) < OJ 1J -km s , s 

o 

for all i,j ,k,m,s,t. 

Then ~t 
o 

elements 

?; 
k,m 

H(u)dM(U)K(u) is defined as tha matrix with 

t 

~ Hk (u) Kmj (u) ~ (du) . 

o 
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t 

It follows that ~. HdMK is a square integrable martin­
-0 

gale and some calculatiors show that 

The only rule that is needed repeatedly is the bilinearity 

of <- , i.e. 

<t ~ Hi dMi , ~iKjdMj'> 
) 

= 2:.2:. (H.® K.d(M. ,M.). 
1);1) 1) 

These formulae are used in the discussion of the variance 

/\ A 
of P and B. 

consider now a single uncensored process. We shall prove 

that the intensity of N .. 
1) 

is infact N.c:;r ..• 
1 1) 

Lemma 6.1 

P{N .. ]t,t+h] = 0IXt = i} = 1 -
1) 

t+h 

( q .. (u) du+ o{h) J 1) 
t 

P{NijJt,t+h] = 0IXt = k} = 1 + O{h) , k f i 

(6.1) 

(6.2) 

Proof. Let N]t,t+h] denote the total number of jumps of 

the process in ]t,t+h]. It is known, Goodman and Johansen 

(1973), that 

and that 

P{NJt,t+h} = 0IX = i}= e 
t 

t+h 

Sq .. (u) du 
t 11 

Hence we decompose the set {N .. ] t, t+h] = O)} into three 
1) 

sets, depending on the total number of jumps in ]t,t+h]. 
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A = {N .. ] t ,t+h] = 0, N]t,t+h] 
0 1J 

Ai = {N .. ] t, t+h] = 0, N]t,t+h] 
1J 

A2 = {N .. ]t , t+h] = 0, N]t,t+h] 
1J 

As sume tha t x = i. It follows that 
t 

and that 
t+h 

( q. , (u) du 

= O} 

= 1} 

~ 2} 

J 11 
t = 1 + 

For Ai we get 

s 

t+h 

\ q .. (u) du+o (h) 
-J' 11 
t 

t 
t+h 

~t 
q .. (u)du ~s qkk(u)du 

~ 

~ 
11 

"-
q .. (s) ds 

P(A1 ' Xt = i) - / e e - ......... 
kfij t 1J 

t+h t+h .t+h 

\ = L J q1'k(s)ds + c(h) 
kfij t 

~ 
t 

q., (u)du -,11 
~. 

t 
q . , (u) du+~~;h) 1J . i' 

collecting these three results we get (6.1). To prove 

(6.2) just write that for k f i 

P{Nij ]t,t+h] ? 11Xt = k} :S P{N]t,t+h] ? 21Xt = k} 

== 0(11) • 

We can now prove the main result 

corollary 6.2 

process N .. 
1J 

Assume q .. (t) 
1J 

has intensity 

is bounded, then the counting 

N. q ..• 
1 1J 

Proof. It is enough, by additivity, to prove this for a 

single process (Xt,t E [0,1]). We then use the result, see 

Aalen (1977b), that provided the intensity is bounded by an 

integrable random variable,it can be found as 
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A .. (t +) = lim h1 (1-P{N .. ]t,t+h1 = 01 Xt } 
lJ h~O - lJ 

by Lemma 6.1. 

= q. . (t +) 1 {Xt = i} 
lJ 

Hence A .. (t) , which is assumed left continuous is 
lJ 

qij (t)1{Xt _ = i}. 
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