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Abstract. 

This paper considers the problem of estimating the growth rate p of 

a p-type Galton-Watson process {Z }. To this end, a general appron 

ach of possible independent interest to central limit theorems for 

discrete-time branching processes is developed. The idea is to a-

dapt martingale central limit theory to martingale difference tri-

angular arrays indexed by the set of all individuals ever alive. 

Iterated logarithm laws are derived by similar methods. Asymptotic 

distribution results and the a.s. asymptotic behaviour are derived 

for a maximum likelihood estimator based upon all parent-offspring 

combinations in a given number N of generations, and for the esti-

mator (I zll+ 

total generation sizes Iz 1 only. 
n 

+IZN_ll) which depends on the 
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1. Introduction. 

Consider a p-type Galton-Watson process {Z } = {(Z (1) , .. . ,Z (p))}, n n n 

see Athreya and Ney (1972, Chapter V) for background material. Let 

pi,Ei etc. refer to the case ZO(j) = 0 .. and assume that 
1J 

mij = EiZ l (j) and ~~k = covi(Zl (j) 'Zl (k)) are all finite. We con-

sider the positively regular and supercritical case throughout. Let 

v and u be the left and right eigenvectors associated with the prin-

cipal eigenvalue p > 1 of the offspring mean matrix M = (m .. ), nor-
1J 

malized such that 

p 
v·u = ~ v(i)u(i) = 1, 

i=l 
Ivl = v·l = 1 

where 1 = (1, ... ,1). The basic a.s. limit results state that 

W = lim W = lim p-n Z ·u exists and is finite, that {W > O} = n n 

{Z * 0 for all n} and that lim p-n Z = Wv. 
n n 

In the present paper we study the problem of estimating p and other 

parameters associated with M, and in conjunction herewith, we develop 

a general approach to central limit theorems for discrete-time 

branching processes. As is explained in detail in Section 2, the 

idea is here to adapt martingale central limit theory, see e.g. 

Levy (1954), Brown (1971), Dvoretzky (1972) ,.McLeish (1974), to 

martingale difference triangular arrays indexed by the set of all 

individuals ever alive. It seems that most central limit theorems 

of the literature come out as special cases of our results, in some 

cases even with a much simpler proof. We illustrate this by an exam-

ple in Section 3 on the central limit theorem for a linear functio-

nal Zn·a, where a is some vector with v·a = 0, see Kesten and Sti-

gum (1966), Athreya (1969a,b,197l). Section 3 also provides some 

furthen background material for the sequel, other aspects of the 

limiting behaviour of linear functionals and closely related to 
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this, introduction of the Jordan canonical form of M. 

In Section 4 we briefly review the known results concerning the 
A 

maximum likelihood estimator ill of the offspring mean m in a single-

type Galton-Watson process and we take the opportunity to point out 

an iterated logarithm result for the a.s. behaviour of ~-m. Secti-

ons 5 and 6 then consider similar estimation problems for the multi-

type case, where no systematic exposition seems to exist (see, how-

ever, a very recent report by Quine and Durham (1977) on the subcri-

tical immigration-case). In Section 5 we study maximum likelihood 

estimation of M and a fortiori the principal eigenvalue p, based 

upon knowledge of all parent-offspring combinations in the N first 

generations. Th0ugh seldom of direct practical applicability, such 

results will provide baselines against which to compare simpler 

estimators based upon more realistic data, like the e~timator 

based upon the total population sizes Iz I, n = O, ... ,N, which is 
n 

the object of study of Section 6. As pointed out by Becker (1976), 

~ is clearly strongly consistent on the set {W > a} of nonextinc

tion. The asymptotic behaviour of ~-p is seen to depend qualitati

vely on the relative sizes of p and A2 , where A is the absolute 

value of a certain other eigenvalue of M. Thus the form of our the-

orems is analogous to the limit results for linear functionals Z ·a 
n ' 

see Kesten and Stigurn (1966), Athreya (1969a,b,197l), Asmussen j' 

2 (1977). In fact, when A >p, we shall even be able to exhibit a 

linear functional ZN_l·b* with the same limiting behaviour as p-p, 

while if A2 < p, the central limit theorems for p-p and Zn·a are 

contained in a more general result in Section 2. The final Section 

7 disproves a conjecture by Athreya and Keiding (1975) concerning 
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the asymptotic properties of an occurrence/exposure rate estimating 

the Malthusian parameter of a Bellman-Harris process. 

In the rest of the paper, it is assumed that P(W=O) = O. This is 

merely a notational convenience in order to avoid making trivial 

exceptions on the set of extinction. The possibility of extinction 

may present a problem in concrete statistical applications, but the 

discussion of this does not seem different for the multitype rather 

than the single-type Galton-Watson process. 
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2. Central limit theorems. 

Let Hk,N; N = 0,1,2, ... , k = O, ... ,k(N) (with k(N) constant or 

Hl,N-measurable) be a-fields such that Hl,N S ... c Hk(N) ,N·{Xk,N}; 

N = 0 I 1,2, ... I k = 1, ... f k (N) is a martingale difference triangular 

array w.r.t. {Hk,N} if Xk,N is Hk,N-measurable and E(Xk,N I Hk - ljN ) = 

O. Central limit theorems for such arrays have been developed by a 

number of authors, see e.g. Levy (1954) I Brown (1971), Dvoretzky 

(1972), McLeish (1974}. Our initial Theorem 2.1 is an adaptabion 

of this theory to branching processes and is valid (with obvious 

modifications) for many other discrete-time branching processes 

than the multitype Galton-Watson process. In contrast, Theorem 2.2 

is a specialization of Theorem 2.1 with some concrete applications 

in mind. 

Let Tn = IZol+ ... +Izn l and suppose in the present section that 

th th t .. t d {k EN' k} H e n genera lon lS represen e as : Tn ..... 1 < ..:::. Tn. ere 

n = n(k) always denotes the generation of k and we let Uk be the 

offspring vector produced by k and 

Theorem 2.1. (N = 0 ,1,2, ... , k = 0,1,2, ... ) be a mar-

tingale difference triangular array w.r.t. {Gk } and define 

Suppose 

(2.1) For any N, 

2 P 
( 2 .2) sN -+ W, 

00 

( 2. 3) 2 
L: E(Xk N 

k=O I 

00 

SN L: X = converges 
k=O k,N 

P 

I (I Xk,N I > s) I Gk _ l ) -+ 

in L2 , i.e. 

0 VE > O. 

2 sup s 
k k,N· 

2 
E sN < 00, 
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Then the limiting distribution of W- l / 2 SN is standard normal. 

In the proof, we need 

~~~~_~~1. Let {Xk,N}' N = 0,1,2, ... , k = 1, ... ,k(N), be 

gale difference triangu1ar array w.r.t. {Hk,N} and define 

k 

a martin-

2 
sk (N) , N' Sk N = l: Xi N' SN = Sk (N) ,N· , 1=1 ' 

2 P I' Then sN -+ 0 implies that SN ~ 0 as well. 

Proof. Define for E > 0 

v(N) = inf{k: 1 
2 

< k < k(N), sk+l,N > E}, 

V(N) = k(N) if no stich k exists. Then 

(2 .4) P (v (N) = k (N)) -+ 1, 

(2 .5) ES2 = Es2 
k(N)AV(N),N k(N)Av(N),N < E 

(the first assertion of (2.5) requires an argument as given in 

Neveu (1972, pg. 148)). It follows from (2.4), (2.5) andChebycheff's 

inequality applied to Sk(N)AV(N) ,N that 

lim sup p(lsNI > 8) < E/8 2 
N-+oo 

and since E is arbitrary, the proof is complete. 

Remark. The lemma and its proof are easily adapted to the case 

k (N) = 00, since it is well-known, cf. Neveu (1972, pg. 148), that 

00 00 

{ l: E (X~ NIH k -1 ' N) < oo} . 
k=l ' 

l: X exists on 
k=l k,N 

Proof of Theorem 2.1. We approximate w- l / 2 S by 
N 

k(N) 
l: X 

k=)!(N) k,N 
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'" -1 -
where Xk,N = WR(N)Xk,N and R(N), ~(N)= TR(N)+l, k(N) = ~(N)+~(N) 

are to be determined later such that R(N) and ~(N) are non-random, 

( 2.6 ) R(N) t 00, 

( 2. 7 ) 2 p 
0/ s~(N)-l,N -+ 

( 2.8 ) 2 2 p o . s - sj«(N),N -+ 
N 

-n 
Note that WR(N) = p ZR(N)·a is G~(N)-measurable and that thus 

the Xk,N are again martingale differences. By Lemma 2.1 and the 

remark, (2.7) and (2.8) ensure that the limiting distribution of 

w- l / 2 SN is that of TN' and to show that this in fact is standard 

normal it suffices by Theorem 2.2 of Dvoretzky (1972) that 

( 2 .9) 
k(N) ",2 

2: E(X 
k=~(N) k,N 

k (N) ",2 
( 2 . 10) 2: E (X I ( I Xk , N I > E) Gk - l ) ~ 0 

k=~(N) k,N 
'VE > o. 

But (2.10) is an easy consequence of (2.3) and (2.9) follows from 

(2.2), (2.6)-(2.8). Thus we only have to specify R(N), ~(N) such 

that (2.6)-(2.8) hold. Recalling that ~(N)-l = TR(N)' define for 

fixed R = 0,1,2, ... and E > 0 

TR TR . 2 . 
AK,N = k:O E(X~,N I(IXk,NI ~E) !Gk- l ), Bk,N= ~=O E(Xk,N I(I~,NI >E) lGk_l )· 

Let N -+ 00 with R fixed. Then by (2.3), BR,N ~ 0 and since E is ar-

2 
bitrary and AR,N < E TR, 

as well. Thus if R(N) too sufficiently slowly, (2 1 7) will hold. By 

(2.1), we can choose ~(N) such that 
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00 

2: EX2 -+ 0 

k=6(N) k,N 

and the proof is completed by observing that (2.8) follows from 

2 s -
N 

00 2 P 
< 2: E (X I Gk -1) -+ O. 

k=6(N) k,N 

! 

Theorem 2.2. Let a l ,a2 , ... be vectors and Yl'Y2' .. o constants, 

0 < y. < Yn < 00, and 
-

2 -2 
Gn = Yn 

define 

v·Var·Z ·a = 1 n 
-2 P 

Yn 2: v (i) 
i=l 

N -n 2 
2: P Yn · 

n=l 

i 1) a 2: a , n n 

Suppose {an/yn } [and thus {G~}] is relatively compact and that 

(2.11 ) 

(2.12) 

2 N 2 
YN = 0 (p aN) 

lim inf SN/aN > 0 
N-+oo 

Then the limiting distribution of 

N-l 
( ~JpNSN2)-1/2 ~ {Z Z M}· 

VI '""' +1 - aN n n -n 
n=O 

is standard normal. 

Proof. We let Xk,N = ~n ~ N, 

Then 

n < N. 

-N/2 -1 N-l 
= P SN 2: {Z +1 - Z M}· aN I 

n=O n n -n 

N-l 
2 p-N S-2 ~ . sN = '""' Z ·Var zloaN 0 N n -n 

n=O 

1) With a slight abtise of notation, vectors to the left of M, 2:i etc. 
are always assumed to. be written as row vectors and those to the 
right as column vectors. 
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-n 
When n ~ nO' we have p Zn ~ WDO v wi th \il7~G -+ W as nO -+ 00 and it fol-

lows that for each nO 

2 
lim sup sN 

N-+oo 

-N -2 N-l 
= lim sup p SN L Z 'Var'Z °a < n 1 N-n N-+oo n=n o 

-2 N-l n-N 2 2 
W* lim sup SN L P YN-n~N-n = W* . 

nO N-+oo n=n nO 
o 

Here one has to use (2.11), (2.12) for the first and last equality. 

As nO -+ 00, lim sup s; < W follows. A similar argument gives 

lim inf s; > Wand (2.2). Also (2.1) is obvious, and we only have 

to verify (2.3). Suppose without loss of generality that all com-

ponents of an/Yn are bounded by one for all n. Then 

and if F is the distribution function defined by 

1 - F (y) =. max pi ( 1 zll + Ei I zll > y), 
1=1, ..• ,p 

it follows that P(Yk,N > yl Fn) ~ I-F(y) and that therefore 

E(g(Yk,N) 1Fn} ~ J~g(y)dF(Y) for any non-decreasing g. Letting 

2 N/2 g(y) = y I(y > Ep SN/Yn)' we see that the quantity to be inspec-

ted in (2.3) can be bounded by 

which is finite and tends to zero because of (2.12) and because the 

second moment of F obviously exists. 
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3. The Jordan canonical form of M and the limiting behaviour of 

linear functionals ZN~. 

In the present section, we first briefly review some well-known 

facts on the Jordan canonical form of M. The reader can skip this 

at the cost of specializing Section 6 to p = 2, where explicit ex-

pressions for the relevant parameters are given in Example 6.1. 

As is well known, writing M on the Jordan canonical form amounts 

to operating with (possibly complex) vectors u , (v = 1, ... , '0 0 ; 
V,] 

j=l,···,jO(V)) and eigenvalues Pv' such that 

( 3 . 1) Mu 1 = P u l' Mu ,= u '1 + P u ' j = 2, ... , j 0 (v) v, V v, V,] v,J- v v,J 

and that each (complex) vector a can be uniquely expanded in the 

u " V,] 

a = (v ,·a)u '. v,J V,] 

Obviously, for some v, Pv = p, jO(v) = 1, uv,l = u, vv,l = v. When

ever Pv is complex, then for some ~ p~ must be the complex conju

gate of p , p = p , and in that case we can assume u ,= u ' v ~ v ~,] V,] 

;\ = ;\(a) 

y = y(a) 

Then, since 

v ,= v '. 
~,J V/J 

Define 

= max{/p /: v ,·a * 0 for some j} v V,] 

= max{j: v ,·a * 0 for some \! with /pv/ = ;\(a)} v,J 

n 
M u . = v,J 

j 
LJ pn-j+i ( n \ 

V \ ]' -1) U v , i ' 
i=l \ 

Mna is of magnitude ;\nny - l in the sense that Mna = 0 for ;\ = 0 and 

n > y and that otherwise {Mna/;\nny - l } is relatively compact and 

bounded away from zero. 
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Let I denote the p x p identity matrix. In Section 6 we shall need 

Lemma 3.1. Suppose a is real with A(a) > 1. Then we can write 

a = (M-I)b+c, with b,c real and A(b) =A(a),y(b)=y(a), A(C) < 1. 

Proof. Define 

c = L (v, ·a)u " 
v,j: Ip)~l V,] V,] 

d = L (v, 'a)u '. 
v,j: Ip 1>1 V,] V,] 

V 

Then c,d are real, a = d + c and A (c) ~ 1. Let V be the manifold 

spanned by the u ,with Ip I > 1. The eigenvectors of the restric-
V,] V 

tion of M - I to V are the Pv - 1 with ! pv! > 1. It follows that 

M - I is one-one on V and since d E V, d = (M - I) b for some (neces-

sarily real) b E V. That A (b) = A (a), y (b) = y (a) is obvious by us-

ing (3.1) to compute v ,'a in terms of the v ,·b, v ,·c. 
V,] \),1 V,l 

-n 
Let b be real. Then p Z'b ~ WV'b and if v·b * 0, this settles the 

n 

question on the limiting behaviour of Z ·b. If v·b = ° (Le. A < p), 
n 

we quote the following results from Kesten and Stigum (1966), 

Athreya (1969a,b,197l ), Asmussen (1977), which form a trichotomy 

222 2 
depending on whether A > p, A = p or A < p. If A > p, one can 

exhibit a sequence {HN} with lim SUP!HN ! < 00 and, except for spe

cial structures of the Li , lim inf!HN ! * 0, such that 

lim -N N-(y-l)z .b 

° A - HN = a. s. 
N~oo 

N 

If 1,.2 < it is easily that 2 
0 2 (b) given by p seen 0 = 

-

v·Var·Z ·b 2 
(3.2) 0 2 = lim N if 1,.2 = p, 0 

N+oo pN N2y- l 

v·Var·Z ·b 
I , N = lID -----
N-+co pN 

if 1,.2 < p 

exists and that, again with the exception of special Li where 

2 2 
o = 0, ° < 0 < 00. Furthermore the limiting distribution of 

(0 2Wp N N2y- l )-1/2 ZN' b if 1,.2 = p, (0 2WpN)-1/2 ZN' b if 1,.2 < p, is 

standard normal and in the two cases, respectively, a.s. 
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Z ·b 
lim sup N = ±l, 

inf (2iWpN N2y- l log log N) 1/2 
N-t<Xl 

Z -b 
lim SUP_-:2~·_N __ . -----=-= = ±l, 

inf (20 W pN log N) 1/2 
N-t<Xl 

To illustrate our methods, we shall give a proof based upon Theorem 

2.2 of the central limit theorem for the case A2 = p, where the 

n-l 
proofs of the literature are particular cumbersome_ Write a =M b, 

n 

( 3 • 3) 
N-l 

ZN = Z MN + L: {Z - Z Mh1N- n - l 
o n=O n+l n J 

( 3" 4 ) 
N-l 

ZN"b = ZOMNb + L: {Z +1- Z M}-aN n=O n n -n 

Let Y = pn/2n y-l. Then' th t t' f Th 2 2 ln e no a lon 0 eorem., 
n 

0',2 
--=_N..,,- -+ _1_ 
N2y-l 2y-l' 

2 2 
wi th 0 = 0 (b) as in (3.2). The conditions of Theorem 2.2 are ob-

vious ((2_12) follows from 02 >0) and since MNa = o(pN/2 SN ), it 

. N 2 -1/2 follows that lndeed (Wp SN) ZN-b or equivalently 

2 N 2y-l -1/2 
(0 Wp N ) ZN-b is asymptotically standard normal. 

2 
The central limit theorem when A < p comes out with equal ease 

from Theorem 2.2. The laws of the iterated logarithm for Z -b were n 

discussed by Asmussen (1977). Whereas the proof is rather involved 

2 2 
when A = p, the result for A < p is an application of the following 

lemma, which will be used a number of times in the sequel (see 

also Heyde and Leslie (1971)). 

~~~~~_1~~~ Let Y = Y(ZO'·· .,Zr) be some functional depending on the 

r first generations only and with Eiy = 0) i = 1,.". ,p, 0 < 0 2 = 

V'Var"y < 00 Then, if Yk,N is the functional corresponding to Y 

evaluated in the line of descent initiated by the k th individual ali-

ve at time N, 
ZN 

. sup 2 N 1/2 
lllll . l: Yk N/ (20---V-Jp log N) = ±l" 

inf k=l ' 
N-+oo 
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4. Estimation of the offspring mean in a simple Galton-Watson 

process. 

Let ZO' .,.,ZN be the first N+l generation sizes of a single-type 

Galton-Watson process and consider the problem of estimating the 

offspring mean m in the "nonparametric" statistical model given 

by Zo = zo and all offspring distributions with 0 < m < 00. Harris 

(1948) derived the estimator 

as the maximum likelihood estimator of m based on recording the 

individual offspring size for each individual in each generation, 

A • 

not only ZO' ... ,ZN' The first complete proof of the fact that m lS 

also the maximum likelihood estimator of m based on ZO",.,ZN only 

was provided by Feigin (1976). Keiding (1975) remarked on the deri-
A 

vation of m in more restricted models specified by parametric clas-

ses of offspring distributions. 

A 

Asymptotic properties of m as zo + 00 are easy exercises in stan-

dard i.i.d. asymptotic theory for maximum likelihood estimators. 

This is due to the branching property which implies that a process 

Zo' Zl' ... with ZO=zO :may be interpreted as the sum of Zo Li.d. processes 

with the same offspring distribution but only one ancestor. The 

most complete and careful treatment was given by Yanev (1975) and 

despite its unquestionable practical importance we shall not con-

sider this theory further in the present paper, but assume Zo = 1. 

A 

To study asymptotic properties of m as N + 00, that is, based on 

one long realization of the process, it is necessary to single out 

the supercritical case m > 1. If m < 1, ZN + 0 and there is no 

hope for consistency or asymptotic distribution results. 
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A 

(a) as, N -+ 00, m-+m a.s. --
2 If furthermore 0 < 0 < 00, where 0 2 is the offspring variance, 

then 

(b) the limiting distribution as N-+oo of [W(1+m+ ... +mN-l)]1/2(~_m) 
2 is normal (0,0 ). 

(c) 
.. [W(l+ + N-l)]1/2 A 1 . sup . .. m ( _ ) = 
lm inf 2 m m 

N 20 log N -+00 

±l. 

Remark. The usefulness of statement (b) will most likely be to 

obtain asymptotic confidence intervals. For this purpose, rephrase 

-1 1/2 A 

(b) to assert that 0 (ZO + ... + ZN-l) (m - m) is asymptotically 

2 standard normal. If nothing is known about 0 , use may be made of 

the estimators studied by Heyde (1975) and Dion (1975). Similar 

remarks apply in the following. 

Proof. The strong consistency (al was noted in it~ final form by 

Heyde (1970) and the asymptotic normality (b) was shown by Dion 

(1974), cf. also Jagers (1973,1975). Alternatively, (b) is a spe-

cial case of Theorem 2.2 with p = a r = Yr = 1. The iterated loga-

rithm law (c) may be obtained by a rather direct application of 

Lemma 3.2. 

it follows 

(4.1) 

Choosing first Y = Zl - m yields 
Zn 

2:1 Yk,n=Zn+l-mZn 

that 

suplzn+l-mZnl/(mn logn)1/2 < 00 a.s., 
n 

and therefore, letting U = 
N 

N-llz -mZ I 
(4.2) UN < 2: n+l n 

n=O (mn log n) 1/2 
(mn log n) 1/2 = 0 ([mN log N]1/2) . 

and 



Next, let Y = U , 
r 

Z 
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2 n-l = a (1 + ... + m ), A = 
n 

Since Un +r = Un + Lk~lYk,n' it follows that 

U 

U 
n 

1/2 (2c W 100 n) n ~ 

n 
lim sup An+r :s lim sup 1/2 + lim sup 

n -+co ~co (2c + W log (n+r)) n+co 
1/2 • 

(2c + W log (n+r)) nr nr 

By (4.2), the first term is b(m-r / 2 ) as r -+ co, and by Lemma 3.2, 

the second is 

lim sup 
n-+co 

Similarly 

n 1/2 (2c W m log n) 
r 

-r/2 -r 1/2 
lim sup An+r > -0 (m . ) + (1 - m ) 

n-+co 

so that lim sup A = 1, which is equivalent to the lim sup-part of 
n 

(c). The lim inf-part is similar. 
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5. Estimation of the asymptotic growth rate p of multitype bran~ 

ching processes: Maximum likelihood estimation based on all I· 

parent-offsprin.g combinations.· 

Let the offspring distributions of a multitype Galton-Watson pro-

cess be given by 

p, (z) 
1 

i 
= P (Zl =z), z = (z(l), ... ,z(p)) E {O,l, ... }P. 

Assume that the offspring vector U~,i produced by the kth indivi

dual of type i alive at time n is observable for n =0,1, ... ,N-l. 

In the statistical model specified by all possible offspring dis-

tributions it is then obvious by similar considerations as for the 

single-type Galton-Watson process that the maximum likelihood esti-

mator is given by 

/\ 

p, (z) 
1 

whenever the denominator is positive. In this case, since 

m .. = 
1J 

00 

L 
z(l)=l 

00 

L z(j)p, (z) 
z(p)=l 1 

it follows that the maximum likelihood estimator of m, , based upon 
1J 

n 
the Uk ' is 

,1 

/\ 

m," = 
1J 

00 

L 
z(l)=l 

00 N-l , N-l 
L z (j)p, (z) = 

z(p)=l 1 
L Z~+l (j)/ L Zn(i), 

n=O n=O 

h i (') "Zn n (J') h f were zn+l J = ~k=lUk,i is t e number 0 individuals of type 

j in the n+l'st generation whose parents were of type i. We conjec-
/\ /\ 

ture that M =. (me;,) is also the maximum likelihood estimator of M 
1J 

based upon the Zi(j) only. 
n 
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Theorem 5.1. ( a ) As N -+ 00 , M -+ M a. s • 

(b) The limiting distribution of the matrix 

( N-l 1/2 A \ 

[W(l+p+~ .. +p )v(i)] (m .. -m")j 
1J 1J 

is that of (Y. (j)), where Yl, ... ,Y are independent and the distri-
1 p 

bution of Y. is p-dimensional normal (O,L i ), 
1-

(c) Let al, ... ,ap be vectors such that 

PIP i 
L v(i)- L a. (j)a. (k) LJ' k > 0 . 

i=l j,k=l 1 1 
v = 

Then a.s. 

P P A 1 . sup fW(l + ... + pN-l) 11/2 
1m inf L 2 V log N J L La. (j) (m .. - m .. ) = ± 1. 

i=l j=l 1 lJ 1J 
N-+oo 

Remark. 
i A 

When L .. > 0, we get an i tera ted logarithm law for m .. - m .. 
JJ lJ lJ 

by taking a. (j) 
1 

= <5 ••• If L~. = 0, then obviously ~ .. =m .. 
lJ JJ lJ lJ 

a.s. 

Proof. Similar methods as for the single-type case studied in Sec-

tion 4 apply. We outline here a martingale proof of part (b). By 

the Cramer-Wold device we must show that 

(5.1) ~-N-l 1/2 [W(l+ ... +p )] 
p P A 

L L a. (j) (m .. -m .. ) 
i=l j=l 1 lJ lJ 

tends in probability to zero for V = 0 and is asymptotically normal 

(O,V) for V> 0, for any given set al, ... ,ap of p-vectors and V de

fined as in part (c). Clearly, (5.1) behaves like 

N-l 1/2 [W (1 + ... + P ) ] SN' where 

N-l P -1 
L L v(i) 

n=O i=l 

p . 
L a. (j) {Zl+ l (j) -m .. Z (i)} 

. 1 1 n 1J n 
J= 

= 
N-l P 

{ i i i il F )} a i (J') L L Z +1· a .-.E {"Z· • a , = 
n=O i=l n n+l n 
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The case V = 0 comes out easily by noting that 

N-l P i i N-l P . .. N-l p 2 
L Var( L Z +l'a IF ) = L L Z (i) alLlal = L ~ v(i)- Z (i) 

n=O i=l n n n=O i=l n n=O i=l n 

,,,i 
a. w a. 

l l 

while for V >0 a straightforward modification of Theorem 2.2 and 

its proof applies. 

The maximum likelihood estimator of a functional of the mean matrix 

M, given the detailed information here considered, is given as the 
A 

same functional of M. Asymptotic properties will be immediate by 

standard transformaiton techniques. We illustrate the procedure by 

considering the maximum-likelihood estimator ~ of the growth rate p. 
A A 

Of course, p = p(M), where p(A) is the principal eigenvalue of A. 

Note that p(A) is well-defined whenever A is positively regular and 
A 

that thus p(M) is so for M sufficiently close to M. For small p, 

p(A) can be expressed explicitly as function of the a ... E.g. for 
lJ 

~ 2 
P = 2, p (A) = (all + a 22 + D ) /2 I where D = (all - Ct22) + 4a12a 21 is the 

discriminant of the characteristic polynomial of A. For larger P, 

p(A) is implicitly determined as one of the solutions of the equa-

tion I A - pI I = O. In particular I p is a smooth function of the a ... 
lJ 

1\ 

gQEQl:l:~!:Y..:.~.:.l:. (a) As N + 00, p + p a. s. 

N-l k A 

(b) The asymptotic distribution of [W (1 + ... + P ) ] 2 (p - p) is nor-

mal (O,V) I with 

P 
v(i)-l 

P op op i 
V = L L ~ omik Ljk = v'Var'Z 'u , 

i=l j ,k=l 1 
lJ 

(c) If V > 0, then a.s. 

sup [W(l + ... + pN-l) 11/2 A 

1 im inf 2 V log N J (p - p) ± 1 . 

N+oo 
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Proof. Part (a) is obvious and part (b), with the first expression 

for V, is standard from the theorem on differentiable transforma-

tion of asymptotically normal variables. In a similar manner, part 

(c) follows from the expansion 

A 

P - P = 
P A A 2 
Z ex.. (j) (m .. - m .. ) + 0 (max (m .. - m .. ) ) 

i,j=l 1 1J 1J i,j 1J 1J 

with ex.. (j) = 3p/3m .. , cf. part (c) of Theorem 4.1 and the following 
1 1J 

remark,and it only remains to verify the last expression for V, i.e. 

that 3p/3mk1 = v(k)u(l). To this end, differentiating the equation 

Mu = pu with respect to mk1 yields 

~ko+ M~ = ~ u + p~ 
-L 3mk1 

where ~kl(i) = 0 when i =l=k, ~kl(k) = u(l) and ~(i} = Clui /3mk1 . The 

conclusion follows by taking the inner product with v and using 

vM = pv, v' u = 1. 

Remark. From Theorem 2.2, it follows easily that the asymptotic 

distribution of p is the same as that of the estimator 

E~ Zn·u/E~-l Zn'u, which seems natural when u is known and the ob

servations are (Zn (l)r 0 O)Zn (p); 0 ~ n ~ N) . 
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6. Estimators.of p based on the total generation sizes. 

Becker (1976) suggested the estimator 

I Z 1 I + ... + I ZN I 
p = 

IZol + ... + IzN-ll 

N 
and pointed out that p is strongly consistent. When p = 1, p clearly 

reduces to the maximum likelihood estimator and the limiting beha- i 

viour of p - p is given by the results of Section 4. In the present 

section we study the corresponding problem for p > 1, where the re-

sults are much more complex. We formulate the results for general 

p and remark in Example 6.1 on some of the explicit expressions 

for p = 2. 

Let a = 1 - u. Our analysis is based on the identity 
'" 

N-l 
(6.1) p .. p = L {Zn+ 1 "1- pZn·;0 / ( I Zo 1+·"·+ I ZN-l1 )-= (SN + TN) / ( I Zo 1+· .. + I ZN-l1 ) 

n=O 

whe.re 

N-l N-l 
SN = L {Zn+l - ZnM}"lr TN = L Zn· d , d = (M- pI)l = (M- pI)a. 

n=O n=O 

Here SN is a martingale and it follows by Theorem 2.2 that SN' nor

-N/2 malized by p ,converges in distribution. Furthermore, it is 

easily checked that A(d) = A(a) = A in the notation of Section 3. 

Therefore the limit results for linear functionals suggest that SN 

and TN are of the same order of magnictude when A 2 < p, while TN do

minates SN if A 2 > p. The first of these assertions is made precise 

in 

Theorem 6.1. 

( a ) As N -+ 00 , 

2 
Suppose A < p. 

N-l ~ '" [W(l+ ... +p )] (p-p) is asymptotically norm.al 

(O,V), with V specified in (6.3) below. 
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(b) 
. sup rW(l + ... + pN-l) ll/2 

11m inf l 2 V logN J (p - p) = ±l .{!.§.. 

N-+oo 

~E22i. Inserting (3.3) yields 

(6.2) 
N-l N-2 N-n-l k 

TN = L: ZO·Mnd + L: {Z 1 -Z M}· L: M d. 
n=O n=O n+ n k=O 

When A2 < p, the first term is o(pN/2) and it is easily checked that 

n ~ n-l k 
Theorem 2.2 with Yn=]J where A<]J<p2, a l =1:" an=l+L: O M d)n>l, 

N 2 -~ 
applies to show that (Wp SN) (SN + TN) tends to the standard normal 

distribution. Here 

N 2 -n 
S = L: P v·Var·Z·a 

N n=l 1 n 

and (a) now follows with 

(6.3) 
pN S~ 

V = lim ------~----N-l 
N-+oo 1 + ... + p 

00 

= (p - 1) 

Part (b) is proved exactly as in Section 4, with 

N-l 
L: {Zn+l - m Z }. a . 

n=O n N-n 

2 When A >p, we rewrite (6.2) somewhat. - Choose b, c as in Lemma 3.1. 

Then 

N-n-l 
= (M-pI) L: {Mk(M:":'I)b+Mkc} 

k=O 

with--b*'= (M - pI)b. It follows that 

(6.4) TN = 

The last term of (6.4), normalized by p -N/2, is easily seen to converge 

in distribution, 
N 1/2 

and can also be proved to be 0 ( [p log N] ) a. s. 
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It follows that the dominant term of SN + TN is ZN_l-b* (since, as 

in the proof of Lemma 3.1, A (b*) = A (b) = A (an, and from the re-

suIts cited in Section 3, we have at once 

Theorem 6.2. 
2 

Suppose A ~ p. Then there exist vectors b*, c* with 

(M-pI)a= (M-I)b*+c*, A(b*) = A, y(b*) = yea) = y, A(C*)~l. If 

2 -1 2 
A = p, define V = (1- P )0' (b*) [cf. Section 3]. Then if V> 0, 

(a) The limiting distribution of 

k-y N-l k ~ N 2 [W(l+ ... +p )]2(p_p) or 
Z 'b* N-l 

is normal (O,V). 

(b) [ 
N-l 11/2 1 . sup W (1 + ... + p) (~) = 

lm inf 2 VN 2y- l l 1 NJ p - p 
N-+oo og og 

±l 2,..12.. 

Theorem 6.3. 
2 

Suppose A > p_ Then there exist random variables {H~} 

such that a.s. 

Furthermore, lim sup! H~ I < 00 arid, except for special Ei , 

lIm in f I H~! '*' ° Q; •. S,-

~~§!I.!!E~§_£.:.~ - Suppose P = 2. Then M has a real eigenvalue PI ::j:: P 

2 
and necessarily A= !Pll, y=l,Ma=Pla, d= (Pl-p)a. If A <p, then 

a =l=u+a 1 ~ , 

n-l k 
a = 1 + (PI - p) E PIa 

n k=O 

p = 1 1 

2 -1 -1 
I f A -.:: p, then b = (p 1 - 1) a, c = ° f b * = (p 1 - p) (p 1 - 1) a. If 

A 2 = p, it follows after some calculations that 
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-1 (Pl- p\ 2 2 -1 (PI"" p\2 -2 . 
V = (l-p } PI-I) 0 (a) = (l-p } ,PI-I) PI v·Var zl·a 

2 -n 2 
If A > P, it is well-known that {W*} = {PI Z ·a} is a L -bounded n n 

martingale. The variance of the limit W* can be verified to be 

and Theorem 6.3 reduces to 

N-l 
1 im W (1 + . . . + P ) (p _ p) = 

N-l 
PI N-+oo 

lim 
N-+oo 

Z 'b* 
N = 

P - P 1 ---::- W* , 
PI - 1 

:§~~~E!~_~.:.~.:. If the pi-distribution of I zll is independent of i, 

then IzO I, Izll , ... is a single-type Galton-Watson process (this will 

be so, for example, if the process is a single-type Galton-Watson 

process with the particles moving according to a Markov chain with 

p states) . Then u-l P = L: .m .. for all i and the offspring variance - ",' J lJ 
2 i· I i 

is independent of i. Since here have 0 = Var I Zl = Var Zl'u we 

a = 0, d=O and therefore 2 that Theorem 6.1 appli..., we get A = 0 < P so 

es. Since a = 1 for all n, n rv 

2 
(6.3) reduces to V=0 . 

It is interesting to notice that in this case P is the maximum like-

lihood estimator of P based on observation of Izol, ... , IzNI, cf. 

Section 4, so that the asymptotic properties of p are in this case 

already obvious from Theorem 4.1. 

Finally, we notice regarding the estimator P based on the more de- , 

tailed information and studied in Section 5 that the asymptotic di-

N-I k A 2 
stribution of {W (1 + ... + P ) } 2 (p - p) is normal (0,0 ). In this 

situation, p thus has full asymptotic efficiency. 
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;§?s§!~E:!:§;_£.:.l.:. Let p = 2 and assume mll = m12 = lJ I m21 = m22 = 13, all 

variances equal to cr 2 , all covariances O. Then p =lJ + 13, Pl = 0, 

vl=v2=~' u l =2lJ/(lJ+S), u 2 =2S/(lJ+S), a o =l, an=l-pa = 

(1 + lJ - 13 f 1 - lJ + (3) " n > 1. Hence 

2 = 2a , 

2· 2 vovar(Zl·a j ) = 2cr [l + (lJ - (3) ], n = 1,. 0 0 ,N-l 

and applying Theorem 6.1, [W (1 + P + ... + pN-l)] 1/2 (p - p) is asymp-

totically normal (O,V), with 

n-l 
[lJ-S]2) L: (lJ+S)n-l-k 2 (lJ+S)n-l+(l+ 

V = lim 2cr 
2 

k=l -2 2r l +(lJ-S) 1 
----------------- - cr l lJ + 13 J. n+oo 

n-l 
1 + ... + (lJ + (3) 

This may be compared with the asymptotic variance from the estima-

"'-

tor p based on more detailed information and studied in Section 5. 

From Corollary 5.1, it follows that [W(l+p+ ... +pN-l)]l/2(p_p) 

222 
is asymptotically normal with zero mean and variance (ul + u 2 ) cr 

4cr2 (lJ 2 +S 2 )/(lJ+S)2. Notice that, since lJ+S =p>l, 

= 

Remark. Results analogous to Theorems 6.1,6.2,6.3 follow by slight 

modifications of the arguments for the estimator IZN I / I ZN-11, which 

for p = 1 is the so-called Lotka-Nagaev estimator. 
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7. A remark on the asymptotic distribution of an occurrence/expo-

sure rate in Bellman-Harris processes. 

In their study of estimation theory for continuous-time branching 

processes Athreya and Keiding (1975) proposed the occurrence/expo-

'" T sure rate a = (XT - XO) / J OXtdt as estimator of the Malthusian para-

meter a of a Bellman-Harris process {Xt }. Assume p{Xt = O} = 0 and 

E (Xt log Xt ) < oc for all t. Then a is strongly consistent as T -+ oc. 

If the life-length distribution is exponential, then {Xt } is a 

Markov branching process and a is the maximum likelihood estimator. 

Based upon an analogy with this case, and on a hope on fast con-

vergence of the relative age distribution to the stable age dis-

stribution, Athreya and Keiding conjectured that as T -+ oc, 

(7 .1) 
T 1/2 '" 

(f Xtdt) (a - a) 
o 

is in the general Bellman-Harris case asymptotically normal. We 

disprove below this conjecture by studying the particular case of 

the p-phase birth process introduced by Kendall (1948) where the 

life-length distribution is gamma with form parameter p. If P is 

sufficiently large (greater than 57) the above mentioned convergen-

ce is too slow. This result indicates that a similar trichotomy as 

discussed above applies for the convergence rate of functionals of 

the age distribution of Bellman-Harris processes. A difficulty in 

a detailed study of these problems is that little is known in gene-

ral about the spectral properties of the relevant mean operator. 

The p-phase birth process may be described by first defining a conti- . 

nllouSt.rl.rtle Mal}ko.v;;b:r,a,n~Jai:nSi. ~X:0qe.ps,tpj:.) with p types j = 0 , ... ,p-l 

At and infinitesimal generator A of the mean semigroup {Mt } = {e } 

given by 



A = S 

-1 1 

o -1 

o 
2 

o 
o 
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o 
1 

o 
o 

o 
o 

o 
o 

o 
o 

o 
o 

-1 1 

o -1 

Then IZtl is a p-phase birth process, that is a Bellman-Harris pro

-1 
cess with offspring distribution degenerate at 2 and gamma (P,S ) 

life-length distribution. Estimation of the intensity S or, equiva-

lently, the Malthusian parameter a = aOS (aO to be computed below), 

was considered by Hoel and Crump (1974) and further discussed by 

Athreya and Keiding (1975). 

We first recapitulate some facts on {Mt }. They are in part contai

ned in Kendall (1948), but we give a slightly different derivation. 

Assume without loss of generality that S =1. It is easily seen that 

the characteristic equation I A - aI I = 0 for A has the form 

(1 + a) p = 2, which has p different complex solutions 

a = 2 l / p ei2TIv/p - 1, 0 1 1 v = , , ... , p- . v 

If v,u are the corresponding left and right eigenvect6rs normaliv v 
zed such that v . u = 0 , I v I = V· U = 1 where v = v O' u = u o' then for 

v lJ VlJ 

j = 0, ... ,p-l 

( 7 . 2) 

where 

v (j) = v 

p-l 
I = L: 

v=O 

U v ®vv = 

n + a ,-j 
v 1 

2 (1 - 2- l / p ) 
= 

u <3lv v v Mt 

(u (i)v (j». v v 

2- j / P e-i2TIvj/p 

2 (1 - 2- l / p ) 

i2TIvj/p e , 

p-l a t 
L: 

v 0v = e u v' v=O v 

Note that a =a- v =v, u 
p-v v' p-~ v p-v =u v 
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In particular, 

p-l 
Z -I = 

t '" 
I: (v ·l)Z ·U 

v '" t v v=O 

the last term being interpreted as zero for p uneven. By standard 

-aot 
facts on Markov branching processes, W = lim e Zt"U exists and 

-a t 
P (0 < W < 00) = 1, (more generally, lim e 0 Zt = Wv), while for v ~ 1 

the behaviour of the vth term depends on the relative size of a O 

and 2Re avo It is easily seen that for large p 

= 2 l / p _ 1 '" log 2 
a O p 

1/ 2n 2 
Re a = 2 P cos 2 n /p - 1 '" a ---1 = 0 p2 

and i it. is clearly possible to choose p such that y = 2 Real> a O . 

. -a 1 t -1 . -1. 2 
It is then well-known that {W*(t)} = {we (vl·l)Zt·ul}, w=al -aD ' isanL-

bounded complex martingale and letting W* = Wi + iW5 denote its li

mit, we have with reference to Asmussen (1977, Section 4, slightly 

extended), that 

and thus that 

alT yT 
2Re[e W*] + o(e ) 

= 2eyT{cos2nT/p Wi -sin2nT/p w5} + o(eyT ) 

To see that this i~ of order of magnitude e yT (which clearly con-

tradicts the convergence in distribution of (7.1)), we must check that 

Wi and W5 are not both degenerate at zero. To see this, it suffices 

to note that EOW* = W*(O) = 

Kendall remarked that Re a l > 0 when p > 28 - Correspondingly, 2Re ai> a O 

when p > 57. Otherwise, 2 Re a l < a O and, as was to be expected from 
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Section 6, indeed (7.1) is asymptotically normal. We sketch the 

argument to show how the methods of Section 2 can be used also in 

central limit problems in continuous time which does not reduce in 

a trivial way to the consideration of discrete skeletons (as is the 

case e.g. for linear functionals ZN·a). The continuity properties 

of (7.1) ensure that it suffices to show the central limit theorem 

along any discrete skeleton {No},o>O. 

aOo 
K = (e -l)/aO. Then from (7.2), 

o 
= fMtl (i) d t = K U ( i) + b ( i ) 

o 
a t 

where Mtb = O(e 1 ). The study of (7.1) (with T = No) is equivalent 

to considering 

No N-l Zno 
2:IZtldt = a-ollzNSI- 2: {KZ sou+Z s'b+ 2: (~o,k_E(~o,kIF s)} 
o u n=O nu nu k=l nu 

where yno,k is the functional corresponding to Y evaluated in the 

line of descent initiated by the kth individual alive at time no. 

Writing ZNo, Zno in a similar manner as in (3.3) leads as in Sec

tion 6 to an expansion in martingale increments and the methods of 

Section 2 apply. We shall not give the details or compute the va-

rianceo 

~£~~2~!~9g~~~~~. Torgny Lindvall read the manuscript and offered 

helpful suggestions. 



-29-

References. 

Asmussen, S~ (1977) Almost sure behavior of linear functionals of 

supercritical branching processes. Trans.Amer.Math.Soc. (to appear) 

Athreya, K.B. (1969a) Limit theorems for multitype continuous time 

Markov branching processes.I. The case of an eigenvector linear 

functional. Z.Wahrscheinlichkeitstheorie verw.Geb. 12,320-332. 
rvrv 

Athreya, K.B. (1969b) Limit theorems for multitype continuous time 

Markov branching processes.II. The case of an arbitrary linear 

functional. Z.Wahrscheinlichkeitstheorie verw.Geb. 13,204-214. 
rvrv 

Athreya, K.B. (1971) Some refinements in the theory of supercriti

cal multitype Markov branching processes. Z.Wahrscheinlichkeits

theorie verw.Geb. 20,47-57. 
rvrv 

Athreya, K.B. and Keiding, N. (1975) Estimation theory for continu

ous-time branching processes. Sankhya Sere A (to appear). 

Athreya, K.B. and Ney, P.E. (1972) Branching processes. Springer, 

Berlin. 

Becker, N. (1976) Estimation for a Galton-Watson process with appli

cation to epidemics. Manuscript, Cornell University. 

Brown, B.M. (1971) Martingale central limit theorems. Ann.Math.Sta

tist. 42,59-66. 
-- rvrv 

Dion, J.-P. (1974) Estimation of the mean and the initial probabi

lities of a branching process. J.Appl.Prob. 11,687-694. 

Dion, J.-P. (1975) Estimation of the variance of a branching process. 

Ann.Statist. l,1183-1187. 

Dvoretzky, A. (1972) Asymptotic normality for sums of dependent 

random variables. Proc.Sixth Berk.Symp.Math.Statist.Prob. 3, 
513-535. 

Feigin, P. (1976 t A note on maximum likelihood estimation for simple 

branching processes. Manuscript, Technion-Israel Institute of 

Technology, Haifa. 

Harris, T.E. (1948) Branching processes. Ann.Math.Statist~. 19,474-494. 
- rvrv 

Heyde, C.C. (1970) Extension of a result of Seneta for the super

critical Galton-Watson process. Ann.Math.Statist. il,739-742. 

Heyde, C.C. (1974) On estimating the variance of the offspring dis

tribution in a simple branching process. Adv.Appl.Prob. 6, 
m rv 

421-433. 

Heyde, C.C. and Leslie, J.R. (1971) Improved classical limit analo

gues for Galton-Watson processes with or without immigration. 

Bull.Austral.Math.Soc. 5,145-155. 
rv 



-30 -

Hoel, D.G. and Crump, K.S. (1974) Estimating the generation-time 

distribution of an age-dependent branching process. Biometrics 

30,125-135. , .... " .... , 
Jagers, P. (1973) A limit thorem for sums of random numbers of i.i.d. 

random variables. In: Jagers, P. and Rade, L. (ed.) Mathematics 

and Statistics. Essays in honour of Harald Bergstrom. Goteborgp 

pp.33-39. 

Jagers, P. (1975) Branching processes with biological applications. 

Wiley, New York. 

Keiding, N. (1975) Estimation theory for branching processes. BUll. 

Int.Statist.Inst. 46 (4) ,12~19.· __________ - __ rv,-....., '- _ 

Kendall, D.G. (1948) On the role of variable generation time in the 

development of a stochastic birth process. Biometrika 35, 
"'''' 

316-330. 

Kesten, H. and Stigum, B.P. (1966) Additional limit theorems for 

indecomposable multidimensional Galton-Watson processes. Ann.Math. 

Statist. 37,1463-1481. 
"'''' 

Levy, P. (1954) Theorie de l'addition des variables aleatoires. 

Deuxieme edition. Gauthier-Villars, Paris. 

McLeish, D.L. (1974) Dependent central limit theorems and invariance 

principles. Ann.Probab. 2,620-628. 
'" 

Neveu, J. (1972) Martingales ~ temps discret . Masson, Paris. 

Quine, M.P. and Durham, P. (1977) Estimation for multitype branching 

processes. Manuscript, University of Sydney. 

Yanev, N.M. (1975) On the statistics of branching processes. Theor. 

Prob.Appl. 20,612-622. 
"'''' 



PREPRIN'fS 1976 

COPIES OF PREPRINTS ARE OBTAINABLE FROM THE AUTHOR OR FRQ]\1 THE 

INSTITUTE OF MATHEr1ATICAL STATISTICS UNI\~RSITETSPARKEN 5~ 

2100 COPE}lliAGEN 0, DEt~~K. 

No. 1 

No. 3 

No. 4 

No. 5 

No. 6 

No, 7 

No. 8 

No. 9 

No. 10 

No. 11 

No. 12 

No. 13 

No. 14 

No. 15 

No. 16 

Becker, Niels: Estimation for an Epidemic I.fodeL 

Kaplan, Nor::ma.n: A Generalization of a Result of Erdos and 
11 Related Problem. 

Laud tZe'n~ Steffen {); Remme!' ~ Ole: An Investigation of the 
Asymptotic Properties of Geodetic Least: Squares Es 
in Certain Types of Network. 

Asmussen~ S¢ren: Almost Sure Behavior of Linear Functionals of 
Supercritical Branching Processes. 

Hald, Anders & M~ller~ Uffe: On the SPRT of the Mean of a 
Poisson Process-

. Lauritzen, Steffen: Projecti've Statistical Fields. 

Keiding, Niels: Inference and Tests for Fit in the 
Immigration Process. 

M~ller, Vffe: OC and ASN og the SPRT for the Poisson Process. 

Keiding, Niels: Population Gro't-lth and Branching Processes in 
Random Environments. 

Andersen~ Per K., Andersen, S~:ren & Lauritzen. Steffen: 
The Average Noise from a Poisson Stream of Vehicles, 

HaId, Anders & Mq,ller, Uffe: Multiple Sampling Plans of Given 
Strength for the Poisson and Binomial!Hstributions, 

Johansen, Sq,ren: Two Notes on Conditioning and Ancillarity, 

Asmussen~ S¢ren: Some Martingale Methods in the Limit Theory 
of Supercritical Branching Processes. 

,Johansen S¢ren~ Homomorphisms and general exponential families. 

Asmussen~ S¢ren &: Hering~ Heinrich~ Some Modified Branching 
Diffusion Models. 

Hering~ Heinrich~ r·1inimal Moment Conditions in the J~imet 
theory for General l1arkov Branching Processes. 

$jJ,cl 



PREPRINTS 1977 

COPIES OF PREPRINTS ARE OBTAINABLE FROM THE' AUTHOR OR FROM THE 

INSTITUTE OF MATHEMATICAL STATISTICS, UNIVERSITETSPARKEN 5, 

2100 COPENHAGEN,¢, DENMARK. 

No. 1 Asmussen, Srpren & Keiding; Niels: Martingale Central Limit Theorems 

and Asymptotic Estimation Theory for Multitype Branching Proe,esseS. 


	forside 1, 77
	preprint 1977 - No 1 Asmussen, Søren, Keiding, Niels - Martinglae Central Limit Theorems and Asymptptic Estimation Theory for Multitype Branching Processes

