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ESTIMATION THEORY FOR BRANCHING PROCESSES 

SUMMARY 

The paper examines Maximum likelihood estimation of important parameters 

in branching processes with discrete and continuous time, given complete 

record of the size of the process in a time period. Exponential family 

theory lS used to define a class of statistical models leading to simple 

explicit maximum likelihood estimators and a survey is given of the known 

asymptotic distribution theory. 

SOMMAIRE 

Cet article examine estimation du maXlmum de vraisemblance des parametres 

importants dans les processus de ramification a temps discret et a temps 

continu, sur la base de connaissance complete du nombre d'individus dans 

une periode du temps. La theorie des familIes exponentielles est appliquee 

pour definer une classe de modeles statistiques qui entraine des estima­

teurs a maXlmum de vraisemblance simples et explici tes. II y a encore 

donne un resume de la theorie asymptotique de la distribution des estima­

teurs. 



- 1 -

. INTRODUCTION 

The present paper studies estimation 1n branching processes based on a 

complete record of the size of the process in a time period, concentra­

ting on some situations where the maximum likelihood method leads to sim­

ple explicit results. 

A simple property of a certain class of exponential families of off­

spring distributions explains the generality of the classical maX1mum 

likelihood estimator ill = (Xl + ... + Xn)/(XO + ... + Xn- l ) of the off­

spring mean in discrete time and the occurrence /exposure rate a = (Xt - xO) / 
t fO Xudu as maximum likelihood estimator of the Malthusian growth parame-

Iter in the continuous-time Markov case. 

I We give some examples of these offspring distributions and survey 

briefly the known (almost exclusively asymptotic) results concerning the 

idistribution of the estimators. 
I , 

The main part of the paper is organized in three sections: Section 2 

,considers the Galton-Watson process and Section 3 the Markov branching 

process in continuous time. A short Section 4 discusses how far the re­

sults for the Markov branching processes may be generalised to Bellman-

'H . 
! arr1S (age-dependent) processes. 

I 
12. BRANCHING PROCESSES IN DISCRETE TIME 

Consider a Galton-Watson process XO'Xl 'X2 ' ••• with Xo =xO fixed and 

'assume that the offspring distribution with support S c {0,1,2, ... } be­

longs to an exponential family 

(2.1) p (e) = aCe) b(x) e~·X(x). 
x '" '" 

: ;'1_ We' shall first study observation of a fixed number n of generations and 

,assume provisionally that the whole family tree (Io,Il , .. ',In-l) is ob-

-;servable, where Y. (y,l"",y, X ) and Y .. is the number of offspring of 
"'1 1 1 . 1J 

:the j'th member of the i'th gene~ation, j = 1, ... ,X., i = O, ... ,n-l. In 
1 

'particular, l: Y .. -- --, 1J 
J 

(2.2) 

X. l' Then the likelihood is 1+ 

X +. "+X n-l 
aCe) 0 n-l exp[ l: 

'" i=O 

X. 
1 

l: e·T(Y .. )], 
. '" '" 1J J =1 
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i 
and under certain regularity conditions on the exponential family, the 

maximum likelihood estimator (mle) of e ~s determined as the solution to 

,the likelihood equations 

n-l 
X. 
~ 

(X + ... + X ) Dk log a(,§) + 1:: 1:: Tk (Y .. ) 0 o n-l i=O j=l ~J 

or X. 
n-l ~ 

1:: 1:: Tk (Y .. ) (XO + ... + X ) Ee(Tk ), 
i=O j =1 ~J n-l 

rk = 1,2, ... 

It folloW"s from these equations that if the exponential family ~s such 

Ithat there exist constants Ck , k E S, so that 

(2.3) X 

: then 

n-l 
X. n-l X. 
~ ~ 

1:: 1:: 1:: Ck Tk (Y .. ) 1:: 1:: y .. Xl + .. . -,'- X 
i=O j=l k ~J i=O j=l ~J n 

, 
:and since 

the offspring mean, we deduce that the maximum likelihood estimator 

'of m 1S 
Xl + ... + Xn 

Xo + ... + X 
n-l 

(2.4) m 

This derivation was based on the assumption that (Io,Il"",Xn-l) is ob­

servable, but since m depends only on the total generation sizes XO""Xn' 

it is also the mle in the narrower sample (XO, ... ,Xn ). 

As examples of offspring distributions satisfying (2.3) we quote first 

Ithe power series distributions, defined as the one-parameter exponential 

families with T = X as canonical statistic. This class includes the im-
i 
!portant binary splitting case with PO +P2 = 1. Another example is the 

itwo-parameter modified geometric distributions with PO = a, 
x-I 

Px = (1 - a)(l - S) S , x = 1,2, ... where! = (I{X=O},X) so that we may 

choose Cl = 0, C2 1 to satisfy (2.3). 

A one-parameter exponential family not satisfying (2.3) is given by 

p = (x + l)-e/C;(e), x = 0,1,2, ... , 1 < e < 00 

x 
.where C; is the Riemann zeta function. Here T = log X and 

.(X .+ ... + X ) is not the mle of m. o n-l--

(X + .. + X ) / 
1 n 
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The fact, first derived by Harris (1948)" that (2.4) is true even for 

the completely general family (PO'Pl .... )' Z Pk = 1 may be explained by 

ian interpretation of the latter as an exponential family with infinite-
, 

[dimensional parameter set, setting 8k 

ik = 1,2, ... and then choosing Ck k to satisfy (2.3). The details of 

!this have yet to be worked out. 
i 
I 

i 
I 
I 

The distribution theory for mle 1n the discrete time case consists al-

:most entirely of asymptotic results. Let first n be fixed. The branching 
I 

iproperty implies that we have xo independent replications of a branching 

Iprocess with Xo = 1, and therefore standard asymptotic mle theory will 

'work for Xo -+ 00, proving consistency and asymptotic normality of ~. If 
I 

,n -+ 00 for fixed xo ' Xn -+ 0 a.s. unless m > 1, and even then, there 1S 

usually a positive probability of extinction. However, consistency of m 

given nonextinction follows fairly readily from standard branching process 
I 

iresults, as shown by Harris (1948) for convergence in probability. Asymp­
i 
;totic normality (with the random normalising factor Xo + ..• + Xn- l ) may be 

Iproved by appealing to central limit theory for sums of a random number 

'of. independent identically distrib{rted random variables, as shown by Dion 

(1974) and Jagers (1973a). Since the normalising factor is random, the 
I , 

standard results on efficiency of the mle are not directly applicable. 

However, Heyde (1974) has shown the following efficiency result for the 

power series distributions. Let Xo = 1 and Zn = Xo + •.. + Xn ' so that 
!~ 

ill = (Z - l)/Z l' Then n n-
~ 2 

E(Zn_l (m - m) ) 
2 (5 , 

the offspring variance, and for any other unbiased estimator U of m, ba­
n 

lim inf E(Zn_l (Un - m)2) ~ (52. 
n-+ oo 

If the number N of generations to be observed 1S random but a function 

pf (XO, .. "~)' that is, if N is a stopping time not depending on the pa­

rameter ~, then it is well known that the likelihood function 1S obtained 

from (2.2) by replacing n by N. As an example, if the process 1S observed 

until extinction (which of course only is a complete prescription for sub­

critical and critical processes), then, letting Z = Xo + ... + ~-l denote 

the total number of individuals that have lived, and noting that ~ = 0, 

one gets m = 1 - XO/Z, provided (2.3) is satisfied. This was derived by 

Becker (1974b) for the power series distributions. 
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3. MARKOV BRANCHING PROCESSES (CONTINUOUS TIME) 

Let (Xt ), t ~ 0, be a Markov branching process with split intensity A and 

offspring distribution with support S S {0,2,3, ... }, belonging to an ex-

ponential family (2.1). If (Xu) is observed ~n a prescribed time interval 

[O,t], the likelihood function becomes 
N 

N -AS N 
zt 8' T (Y. ) 

'" ~ 

(3.1) ( ) ,t e t a(il.) t ei=l L A,~ = /\ ._ 

Iwhere S fot X du, N ~s the number of.splits (discontinuities of (X » 
; t u t u 
lin [O,tJ,and Y. - 1 the size of the i'th discontinuity. 

~ 

We assume that the statistical model is specified by (A,~) E A x 8, 

A = (0,00). 

Then the estimation problem splits into two parts: First, there are the 

random number Nt of independent replications of observations on the off­

ispring distribution, for which standard mle theory applies. 

In particular, if the exponential family satisfies (2.3), we get 

(3.2) m 

For the simple one- or two-parameter exponential families mentioned above, 

the extinction probability q = P{Xt -+ ° I Xo = l~ will usually be a known 

simple function of the parameters, and the mle q of q will therefore also 

be given directly. For the completely general family (p ), z p = 1 
x x ' 

Stigler (1971) observed that q is given as the smallest nonnegative solu-

·tion of the equation 

q = Z p. qj Z Nt(j)_qJ/Nt 
j=O J j=O 

,where Nt (j) = the number of Y i in [0, tJ that equal j. 

Secondly, the mle of the split intensity A ~s g~ven by the occurencel 

'exposure rate A = N Is . 
: t t 
. As in the discrete~time case, there are virtually no small-sample re-

':j suI ts concerning the distribution of the estimators. Asymptotic results 

for the mle's of the parameters of the offspring distribution as Nt -+ 00 

follow from standard theory, us~ng Nt as sample size. In particular, 

Stigler (1971) showed how to establish consistency and asymptotic norma­

lity of ,q as given by (3.2) above. 

These results are thus applicable if xo -+ 00, for fixed t, which certain­

ly will imply Nt -+ 00, and also for t -+ 00 for fixed xo in the supercriti-
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cal case glven nonextinction. 

Standard mle theory and the branching property imply consistency and 

asymptotic normality of A as Xo + 00. In the supercritical case, conditi­

oned on nonextinction, consistency and asymptotic normality (with random 
I 

normalising factor Nt 2 ) also holds, see Athreya and Keiding (1975). 

It is a consequence of the factorization of the likelihood (3.1) and 

the independent parametrization A x 8 that A and ~ will be asymptotically 

independent. 

An important parameter In a Markov branching process is the Malthusian 

parameter a = A(m -- 1) which determines the growth rate of the process. 

'It follows from the results above that provided the offspring exponen-
A 

tial family satisfies (2.3), we get a = (Xt - xO)/St' another classical 
I 

'occurrence/ exposure rate. Asymptotic results concerning ~ may easily be 

derived from the results on A and ~ already given. 

i 
If observation is stopped at the random time T, where T is a stopping 

I • ) !tlme, independent of the parameters (A,~ , then the likelihood becomes 

I (3.1) with t replaced by T. A particularly simple situation is that of 
, 

IT = inf {t I N = n} since then N 
, t T 

n and A and 8 become independent for 

:finite t and xo. (Notice that if PO > 0, T is only well-defined if Xo ~n.) 

~This situation was discussed by Moran (1951, 1953) for the particular 

'case of the birth-and-death process, for which it becomes possible to ob­

,tain results on the exact distribution of the mle's. 

An interesting example of a sampling situation leading to a mle given 

only implicitly was discussed by Becker (1974a), who approximated the 

:initial spread of an epidemic by a Markov branching process (life-times 

corresponding to the latent periods). It is then reasonable to assume 

that any transition from latent to infectious period is observable but 

'that the number of susceptibles infected by the particular infective is 

:not observable. This corresponds to assuming that the number of splits 

I Nt· but not the sizes Y. - 1 of the splits are known. The important ques-
, l 

I tion here is to assess whether the epidemic is minor (the branching pro-

cess is subcritical) or major (the branching process lS supercritical). 

This means that the interest centers around extracting information on 

the offspring distribution from the sequence of the split times, and mle 

does not lead to an explicit solution. 
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4. BELLMAN-HARRIS PROCESSES 

We close the paper with a brief discussion of estimation In Bellman­

Harris (age-dependent branching) processes. Assume that the offspring 

(p (8)) is an exponential family (2.1) and that the life-length distribu-
x~ . 

tion G is parameterised independently of (p (8)). Then the estimation 
x"'" 

problem based on complete record of the population size X in a fixed 
u 

time interval [O,t] splits into estimation of the offspring distribution 

on one hand and of the lifelength distribution on the other. Thus Jagers 

(1973b),studying tumour cell growth, and Becker (1974b), in an application 

to epidemics, concentrated on estimating parameters of the offspring di­

stribution, for which the procedure is as in Section 3 above. On the other 

hand Hoel and Crump (1974), also motivated by cell kinetic studies, assu­

med P2 = 1 and concentrated on estimation of the generation-size distribu­

tion. It turns out, however, that even for life-length distributions as 

simple as the Erlangian (i.e., gamma with integer form parameter) there lS 

no simple explicit mle of the Malthusian parameter (growth rate) a, based 

only on the observation of {X , 0 ~ u ~ t}. This was discussed by Athreya 
u 

and Keiding (1975), who then went on to propose that the occurrence/expo-

sure rate a = (Xt - xO)/St (cf. Section 3) be used as estimator of a even 

in the non-Markovian case. The motivation for this was the following 

asymptotic Markovian property of the supercritical Bellman-Harris process: 

Let T be the time at which the nlth split takes place. 
n 

The normalised inter-split times V = XT (T 1 - T ) are independent 
n n n+ n 

and exponentially distributed with mean A-l,in the Markov case, and 

:for the supercritical Bellman-Harris process given nonextinction, the di­

stribution of any finite number of V 's converges towards independent ex-
n 

ponentials with expectation (m - l)/a. It is easily seen that ~ is consi-

stent and a conjecture concerning asymptotic normality based on the asymp­

totic Markovian property was also suggested by Athreya and Keiding (1975). 
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