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ABSTRACT. 

The age distribution for a supercritical Bellman-Harris pro­

cess is proven to converge in probability to a deterministic 

distribution under assumptions slightly more than finite first 

moment. If the usual 'j log j' condition holds, then the 

convergen~e can be strengthened to hold w.p.l. As a corolla~y 

to this result, the population size, properly normalized is 

shown to converge w.p.l. to a non degenerate random variable 

under the' j log j' assumption. 
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I. INTRODUCTION. 

An important and useful aspect of age-dependent branching pro-

cesses is the limiting behavior of the age distribution. That 

is, if for any family tree W, Z(x,t,W) = 

living at time t with age 2 x and A(x,t,w) 

number of objects 

- Zex,t,w) , then 
= Zeoo,t,w) 

the asymptotic behavior of the random distribution function 

Ae.,t,w) as t + 00 lS of practical interest. Of course this is 

well defined only if Z(t,w) ~ zeoo,t,w) does not go to zero as 

t + 00. We study this question for the supercritical one-dimen-

sional age-dependent process (sometimes called the Beilman­

Harris process). Our results are that i) with assumptions slightly 

more than finite mean forthe offspring distribution, the age 

distribution bt time t converges vaguely to a deterministic 

distribution A(o) In probability and (ii) under the usual 

I j log j I ass urn p t ion t his 

hold with probability one. 

convergence can be strengthened to 

The only known result on this problem lS due to Harris [7,pg. 

154], who showed that if the offspring distribution {p.} has 
J 

a second moment and the lifetime distribution G(') satisfies cer-

tain regularity conditions,then A(. ,t,w) converges vaguely to 

a deterministic distribution A(·) .with probability one. Jagers 

[8] improved this somewhat by dropping all of the regularity 

assumptions on ~(.) but still requiring a second moment on 

{Pj}' Their proofs rely on 12 theory which requires second mo­

ments in an essential way. 

The approach here lS somewhat different. As explained in [2] 

a natural way to view an age-dependent branching process is as 

a multitype process (necessarily of infinite type). In the fi-

nite case, it is well known [4] that on the set of explosion 

the vector of proportions of the number of particles of various 

types converges to a fixed non random vector in probability un­

der the assumption of finiteness of the first moments and with 

probability one under the I • 
J log j I condition. This let.l(1s us 

to suspect that the analog of the proportions vector which is 

the age distribution in the age-dependent case should converge 

vaguely to a non random distribution in probability assuming 

only the 
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finiteness of the first moment and with probability one under 

the 'j log j' condition. Indeed this essentially turns out to 

be the case here. 

T he first moment hypothesis ~s indispensable ~n the sense that 

the limiting age distribution involves the so-called Malthusi-
00 

an parameter a which is finite iff m = L jp. < 00. When m = 00, 

. -J J 
our preliminary investigation indicatesJtnat the age distribu-

tion converges to a delta distribution at O. The problem of 

cl_eu:rmi ni ng a pr oper normal i z at ion for the age-di str i but ion at 

time t, to obtain a nondegenerate limit is under investigation. 

An important corollary to our result 1S that for any bounded 

measurable function continuous almost everywhere with respect 

to Lebesgue measure on the support of G, J~f(x)dA(x,t,w) con­

verges in probability to J~f(x)dA(x) under mild assumptions 

on G and with probability on~ under '~ log j'. In particular, 

if we take f to be the reproductive age value V(.) defined by, 

Vex) me ax[ Jeo -a u ] [ ]-1 ·e dG(u) l-G(x) , 
x 

then 

J~V(x)dA(x,t,W) 

converges with probability one under' j log j'. Further, 

-at J e Z(t,w) V(x)dA(x,t,w) 

being a non negative martingale, [7, pg. 153], converges with 

probability one. Combining these two, we see that under 
-at , . 

J log j' Z(t,w)e converges w.p.l. to a non negative limit, 

thus extending the Kesten-Stigum theorem fully to the age-
-at 

dependent case. In [2] the convergence ~n law of Z(t,w)e 

had been established and it was conjectured there that the a­

bove method could be used to prove almost sure convergence. 

Our technique consists ~n writing A(x,t+s,w) ~n terms of the 

age chart at time t and using the law of large numbers. This 
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is similar to the idea employed in [3]. It is spelled out 

1n detail in Sec~ion 3. It is quite powerful and yields the 

results under'minimal hypothesis. In particular, we feel that 

it would yield limit theorems for the various types of proces­

ses studied by Jagers [9] and Crump and Mode [6] with very few 

assumptions. 

We now outlin~ the rest of the paper. 

In Section 2 we describe the basic set up, terminology and no-

tation and state the results. Section 3 gives the outline of 

the proof while Section 4 gives the details. Section 5 dis-

cusses the Vt martingale and proves the Kesten-Stigum theorem 

for the age-d.ependent case. 
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,2. STATEMENT OF RESULTS 

We shall consider an age-dependent branching process with off­

spring distribution' {p.} and lifetime distribution Ge o ), We 
J 

make the follDwing assumptions throughout. Sometimes they will 

appear in lemmas and theor~ms explicitly and sometimes not, 

but they will always be in force. 

i) Po = O. 

0:> 

ii) 1 < m 2: j P . < 00 

j = 1 J 

iii) G (0+) 0 

The assumption Po = 0 is only for conven~ence of exposition. 

Otherwise one has to keep qualifying 'on the set of explosion'. 

The assumption G(O+) = 0 is standard. Also without any loss 

of generality we may assume that G is not lattice with finite 

support; since this is a multi-type Galton-Watson process ~n 

disguise for which our results are already available. [3]. 

We shall also exclude the case of lattice G with noncompact 

support for which our proofs here could easily be adapted. 

Since we want to be able to talk about the age chart at various 

times, we need to describe the state of the system quite ade-

quately. 1<7e shall, in fact, overdo it a bit by assuming that 

our sample space ~ is the space of all family histories and 

our probability measure P ~s defined on a sufficiently big 0-

algebra B on ~ (Harris [7]). 

For any family history W let: 

Introduce the following notation. 

Z(t,W) = the number of particles living at time t. 

Z(x,t,W) the number of particles living at time t whose 

age < x. 

(Clearly lim Z(x,t,w) Z(t,W» 
x+oo 

{x.(t w)·~ 
~ , , 1,2, ... , Z(t,w)} the age chart at time t 
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Zx. (t,w) (x,s,w) the number ~f particles living at time 
~ 

with line of descent t + s age < x ~n a 

initiated by a particle of age x.(t,w) 
~ 

living at time t . 

M(t) = E{Z(t,W)} 

M ( x , t) = ,E { Z (x, t , w) } 

We may occasionally write M(~,t) for M(t) 

A(x,t,w) = Z(x,t,w)/Z(t,w), if Z(t,w) > 0 

(Since we assume PO = 0, extinction occurs with zero probabi­

lity and thus' A(x,t,w) is well defined a.e.). 

We add a sUbscript y to all the previous random variables and 

their expectations to indicate the case when P is supported 

by those wls which start with one particle of age y > o. Thus 

we write 

F (8,t) 
y 

M (t) 
Y 

E{Z (t,.w)} 
y 

F (8 t) = E' {e-eZy(x,t,w)} , x, 
y 

M (x,t) 
y 

We also put: 

0::> 

E{Z (x,t,w)} 
y 

f(s) = L p.sJ 
j =0 J 

8 > 0 

e > 0 

The Malthusian parameter a ~s the root of the equation 

Joo -ext 
m Oe dG(t) = 1 

G Ex) 
y 

Vex) 

G(x+y) - G(y) 
1 - G(y) 

x > 0, y >,0 
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A(x) 
Jx -(Xu 

Oe [l-G(u)]du 

J= -(Xu 
Oe [l-G(u) ]du 

J~V(x)dZ(x,t,W) 

Z(t,w) 
= L V(x.) 

1=1 1. 

where xl"~' ,xZ(t) are the ages of the particles alive at t. It 

will always be assumed that the probahility measure P satisfies 

p{w: Z(O,w) < co} = 1 

We are ready to state our results. 

Theorem A. Let {p.} 
J 

and G(·) satisfy the assumptions: 1 < m = 

L:jPj < "', PO = 0, G(O+) = 0 and G(·) nonlattice. Assume either 

of the following two additional conditions hold. 

or 

Then 

as t -+ 00. 

a) inf V(y) > 0 
y E supp G 

b) L:p.j log J < 00 

J 

p 
sup IA(x,t,w) - A(x)1 -+ 0 

x 

The reader should note that condition 

(supp G support of G) 

(a) holds for example if G has 

bounded support or if G is negative exponential. We conjecture that 

Theorem A holds assuming only that m < 00 

Theorem B. When L:p.jlog j < "', the convergence on Theorem A can be 
J 

strenthened to hold w.p.l. 

1. • e . 

as t + 00 

supIA(x,t,w) - A(x) I -+ 0 
x 

w.p .1. 
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Theorem C. Under the hypothesis of Theorem B 

-at 
lim Z(t,w)e = W(w) 
t-)-oo 

exists w.p.l. and P(W(w) > 0) = 1. 

since A(.) 1S continuous and A(oo) = 1 we can always find (for 

any given E > 0) ° > 0 and a positive integer N such that 

sup/A(x,t,w) - A(x) / < E + sup /A(jo,t,w) - A(jo) / 
x l2j2N 

Thus Theorems A and B are consequences of the following: 

, Theorem 1. Under the hypothesis 6f Theorem A 

P 
A(x,t,~) -)- A(x) as t -)- 00 

for each fixed 0 < x < 00. 

Theorem 2. Under the hypothesis 6f Theorem B 

A(x,t,w) -)- A(x) as t -)- 00 

w.p.l. for each fixed 0 < x < 00. 
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3. PLAN OF THE PROOF. 

By the additive property of branching processes we can write 

Z(oo,t,w) 
Z (x, t + S , w) L Z (t )(X,S,W) 

i=l xi ,w 
(3.1) 

where {x.(t,w); 1. 1. 1,2, •.• , Z(oo,t,w)} is the age chart at ti-

me t and Z ( ) (x,s,w) denotes the number of objects of age x. t, W 
1. 

< x at time (t+s) in the line of descent initiated by the par-

ticle, of age x.(t,w) at time t. 1. The a-algebra B is assumed 

to be big enough to make these measurable. It is well known 

that conditioned on the age chart at time t,· {Z (t ) ex, s, w); 
xi ,w 

i = 1,2, ..• Z(oo,t,w)} are independently distributed and further 

if x. (t,w) = y then the conditional distribution of 
1. 

Z (t )(x,s,w) is the same as Z (x,s,w) defined in Section-2. x. , W Y 
By1. an abuse of notation we shall rewrite (3.1) as 

Z(x,t+s) = 
Z (t) 

L Z (x,s) 
i=l xi 

suppressing w, and (t,w). 

(3.2) 

Starting from (3.2) we have the identity (in the notation de­

fined 1.n Section 2): 

-as 1 
e Z(t) Z(x,t+s) 

1 Z(t) -as 
Z(t) L [Z (x,s) - M (x,s)Je 

i=l xi xi 

1 Z(t) -as 
+ Z(t) L [M (x,s)e -nlV(x.)A(x)] 

i=l xi 1. 

where n l is a suitable constant. Trivially, 

A(x,t+s) 
(at(x,s)+bt(x,s)+ctA(x» 

(at(oo,s)+bt(oo,s)+c t ) 
(3.4) 
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We first show that Ibt(x,s)1 and Ibt(oo,s)1 can be made small 

uniformly with respect to t and w by choosing s large. (Lem-

ma 1). Next we show that for fixed s, both at(x,s), at(oo,s) 

go to zero in probability as t + 00 and that c t is bounded b~­

low in probability. (Lemma 2 and 3). When we assume L j log J 

p. < 00 we show using a proposition of Kurtz [11] that the a-
J 

bove converge~ces can be strengthened to hold with probability 

one if t and s are restricted to lattices of the form {no; 

. . . I} ( f f ) n = 0,1,2, ... , 8 a posltlve rat lana • Lemma 2 and 3 . Fi-

nally, some technical arguments are needed to push the almost 

sure convergence on the lattice to the whole continuum. 
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4. THE PROOFS. 

00 -at 00 -at 
Lemma 1. Let n l = fO e (1 - G(t»dt/ m fO te dG(t). Then 

as s -+- co. 

Proof. We use the integral equation satisfied by M (x,s), 
y 

name ly, 

M (x,s) 
y 

where J(u) 
. 
o for u < 0 and 1 if u > O. Let T > O. 

Noting the definition of V and (4.1) we get for s > 2T 

(4. 1) 

-as 
< e f S-TI -a(s-u) I -au 

+ 0 m MO(x,s-u)e -nlA(x) e dGy(u) 

+ C 
-a(s-T) 

e 

where c is a constant independent of x,y,s,T. 

The lemma now follows Slnce 
-at 

MoCco,t)e -+- n l q.e.d. 

The following lS a trivial corollary: 

Corollary 1. supClbt(x,s)I,lbt(co,s)I)-+- 0 as s -+- co 
t,W 

Lemma 2. Fix 0 < s < co Then 

Z(t) 
Yt - ___ 1_ I [z (x,s) 

Z(t) i=l xi 
M (x, s)] -+- O. 

X. 
l 

In probability as t -+- co 

(/+.2) 

and 

(4.3) 

Proof. Since Z (x,s) are nonnegative random variables and 
x. 

l 
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sup M (x,s) < 00 we can employ moment generating functions. It 
y,x y 
suffices to show that for each 0 < 8 < 00 

-6Y E{e t} + 1 as t + 00 

-8y Zet) 8 
E{e tlf t }= eXP{i:l [zet) Mxi(X,s)+log FXiC8IZ(t),x,s)J}(4.4) 

But 

-'--~ 

where Ft is the a-algebra of family histories up to time t~ 

and F (8,x,s) E(e- 8Zy(x,s». 
y 

Now observe 

P(Z (x,s) > k) < 
y. 

N . 
P( L ZJ(oo,s) > k) 

. 1 0 J= 

. N .... 
P( L ZJ(oo,s) > k) 

. 1 0 J= 

if PO = 0 

where i) N has p.g.f f(s) 

ii) {z6(00,s)} are independent of N and independent 
copies of ZO(oo,s). 
~ . 

iii) {z~(OO,s)} are independent of N and independent 

copies of a Bellman-Harris process with lifetime 

distribution G and offspring p.g.f. f(s) = 
2 00 . 

(PO+P2)s + L sJ p .. 
j=2 J 

This makes the family {Z (x,s); 0 < x < 00, 0 < Y < oo} uniformly 
y 

integrable. 

Thus, 

l-F (8,x,s) 
sup I' y 
y,x 8 

and sup M (x,s) < 00 
y 

y,x 

- M (x, s) I + 0 as 8 '" 0, y 

Using the fact log(l-h) = -h + o(h) as h + 0 we conclude t.ha~ 

suplM (x,s) + log F (8,x,s) I + 0 as e '" o. 
y,x y Y 

Now use (4. 4) to fin ish the proof. q. e . d . 
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or L:p.j log J < 00 

J 

Then for every E > 0 there exists an n > 0 such that 

lim 
t-+ oo 

Proof. If (a) holds the result ~s obvious. So suppose L:Pjjlog j 

It is proven in [2] that 

-at 
lim Z(t)e W 
t-+oo 

~n distribution and peW > 0) = 1. Also one can repeat the arguments 

in [2] almost verbatim to prove 

lim Vte- at = W' 
t-+C<1 

~n distribution and peW' > 0) = 1. The lemma now follows easily. 

Q.E.D. 

Proof of Theorem 1. Use (3.4), and Lemmas 1,2 and 3. 

Remark. The additional assumptions of Theorem 1 are needed only 

to establish Lemma 3. It is conjectured that the lemma is valid 

assuming only m < 00. The reader should note that the lemma is true 

when G has infinite support if one could show that for some K > 0 

Z(K,t)/Z(t) is bounded below in probability. This follows since 

inf V(y) = a(K»O and Vt/Z(t) ; a(K) Z(K,t)/Z(t). 
O,;;y,;;K 

The proof of Theorem 2 depends crucially on the following 

strengthening of Lemma 2. 

co 

Lemma 2': Let L p.j log j < 00 

j = 1 J 
Then for each 8 > 0 and inte-

ger m 

(4.5) 

~ 0 w.p.l. as n ~ =. 
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The proof of this lemma is a consequence of the following pro­

position due to T. Kurtz. [Ilj. 

Proposition (T.Kurtz). Let Xl ,X 2 , ,x ,.0. be independent 
n 

non negative random variables with finite means. 

sequence of integers such that for some 0 < c < co, 

k > 
n -

n 
cr. Let 

sup P{IX.-EX.I > y} < H(y) . ~ ~ 
~ 

Let k 
n 

1 < r 

be a 

< co 

w her e Hi ( .) u a dis t rib uti 0 n fun c t ion s u c h t hat J y (1 0 g y) + d H (y ) 

Then VE>O 

k 
n 

IP {I I x. 
n 1=1 ~ 

- Ex. I > k E} < co. 
~ n 

Proof. Let E>O. Define 

8(u) = {u
2 

u· 

if 0 < u < 1 

if u > 1 

L emm a 2. 2 0 f [10] s tat est hat 

where L(u) 

1 n 
p{-I I (X.-EX.) I > E} 

n j=l J J 

< 8(~E) J~ 8' (u/n)L(u)du 

sup P{IX.-EX.I > u} 
l<i<n ~ ~ 

Now observe that 

and 

ex> 

I 8'(u/cr n ) = O(log u) as u + co. 

n=l 

Proof of Lemma 2' Since the process is supercritica1 we can 
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always find (by truncating the offspring distribution if neces­

sary) an 0 < a' < a and a constant c such that Z(ua,w) ~ cCe a1a ) 

Also for fixed mo we know. sup M (x,mo) < 00 and for any X,y 
y Y N ~. 

Z (x,mO) is stochastically smaller than L Z~(oo,mo) where N 
y . j=l 

has p. g 0 f. f ( s) and' (2 ~ (00, t ) } t > 0 are i. i . d 0 age - d e pen den t 

branching processes with the same lifetime distributJon 

but with offspring pog.f. f(s) = (P O+Pl+P2)s2 + P3s3+o .. , and 

independent Df N. It is known [1] that Lp. j log j < ~ # 
J 

E{Zo(mo) log Z~(mo)}< 00. 

Now by the proceeding proposition we may conclude that 

1 Zeno) 
LP{l z ( 0) L [Z· (x,mo) - M (x,mo)] I > EIFno}<oo w.p.l. 
n n i=l xi xi 

By the extended Borel-Cantelli lemma [5] this lS enough to fi­

nish the proof. q.e.d. 

Lemma 3 ' . Let Ip.jlog J < 00 Then for every a > 0, 
J 

lim Vna 
n -+00 Z ( n a) > 0 w.p .1. 

Proof. Let a > o. It follows from the results of the next sec, 

that lim e-anaVna 
n-+ oo 

W' exists w.p.l. Also in Lemma 3 we noted, 

pew' > 0) 1. Hence it suffices to showJ 

-- -ana 
lim e Z(na) < 00 w.p.1. 
n-+ oo 

Let 0 < E < !. By Lemma 1, there exists an nO such that 

sup 1M x(an O) e- aonO - n 1V(x)1 < E 

X 

To simplify notation put Wk = e-akanOZ(kanO)' k > 1 = 
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Using (3.1) we can write 

W k+l Wk {Z(~6no) 

-akano 
+ n 1 e V. " Kun O 

-at 
Stnce lim e Vt converges w.p.1., A 

-at 
s up e V t < 00 w. p . 1. It fall 0""; 

t~oo t 

then from Lemma 2' that there exists a finite integer valued random 

variable I such that w.p.1. 

W 
k+1 

Ok > I 

Iterating the last inequality proves that lim Wk < 00 w.p.1. 
k~oo 

Arguing in exactly the same way as above one can show 

-aa(kno+j) 
lim e Z(a(knO+j» < 00 

k~oo 

for J = 1,2, 

The lemma now follows since for any k, 

-aka 
e Z(ka) < 

n -1 o 
L: 

j=O 
e 

-aa([~]n + j) 
no 0 

w.p .1. 

Q.E.D. 

Combining (3.4), Lemma 1, Lemma 2' and Lemma 3' we arrive at 

Theorem 2': Let Lp. j log j --; co, Then fix 0 < x < =, cS > O. 
j J 

3 a set E of probability one such that for every wEE 
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A(x,no,w) + A(x) as n + 00. (4. 6) 

Letting 0 and x range over positive rationals and noting that 

A(x) is continuous in x we get as 

Theorem 2": Let Ip. ] log j < 00. Then 3 a set E of probabi­
] 

lity one such that for every wEE, 

p(A(.,no,w),A(.» + 0 (4.7) 

for every positive rational 0, where p is the usual Levy metric. 

Corollary 3: Let Ip. j log j < =. 
] 

Let he·) be any bounded 

real valued function on [0,=) and continuous almost everywhere 

(with respect, to the Lebesgue measure) on the support of G. 

Then 3 a set E of probability one such that for W in 

f=h(x) dA(x,no,w) ~ f~h(x)dA(x) 
o 

for each positive rational O. 

Proof. Just note that A(·) ~s absolutely continuous with re­

spect to Lebesgue measure. 

We now finish the proof of Theorem 2. 

The following inequalities are easily checked. 

nO < t < (n+1)0,8~ x < 00 

Z(x-o,no) -
Z(no) 

I n. < Z(x,t) < Z(x+o. (n+1)0) + 
i=l ~ 

For 0 > 0, 

Z(no) 
I n. 

i=l ~ 
(4. 8) 

where n. = number of objects that die by time (n+1)0 ~n the 
~ 

line of descent initiated by a particle of age x­
~ 

at time no. 

(x1'X2""'XZ~~' are the ages of the particles at time no). 

Thus, 
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Z(x+a,(n+l)a) Z(n+l)a) 

A(x,t) < Z(n+l)a) Zena) 
Z(na) 

1 - 1 L n . 
. Zena) i=l ~ 

+ 
1 

Z(na) 
L 

Zena) i=l 

Repeating the proof of Lemma 2' we see that 

and 

, 

(Z(na»)-l[Z(n+l)a) 
Z(na) 

L M (00,0)] -+ ° w.p.l. 
i::l xi 

1 Zena) 
L (ll- - En.) -+ 

i=l ~ . ~ 
o w. p.1. Z(na) 

By Corollary 3 

Z(n a ) 
lim 1 L M (0) = JM (8) dA(x) 5 (l+rl(o» 
n-+ oo Zeno) i=l Xi x 

( 4 • 9 ) 

and since E(n.) < CG (0) for some constant C independent of x. 
~ x. ~ 

~ 

I Z(na) 
lim L E(n·) < 
n+ oo Z (na) i=l ~ 

w.p.I. 

Thus w. p. 1. 

lim A(x,t) < 
t-+ oo 

A(x+o)(l+rl(o» + r 2 (a) 

1 - r 2 (a) 

Now letting a + ° we get by noting that r. (a) -+ 0 as a + O,i=1.2, 
~ 

lim A(x,t) < A(x) 

A similar argument applies to the lim A(x,t). 
t-+oo 



- 19 -

5. CONSEQUENCES 

The following strengthening of Corollary 3 1S an immediate con­

sequence of Theorem B. 

Corollary 4. Under the hypothesis of Theorem B 

f,~h(X)dA(X,t,W) -+ f~h(x)dA(x) 

w.p.I. for any hr(o) bounded continuous almost everywhere 

(w. r. t. Lebesgue measure) on the support of G. 

Recall the definition of Vex) and V (w): 
. t 

Z(t,W) 

Vt(W) = L vex. (t,w» 
i= 1 1 

Proposition 2. { -at 
The family Vt(w)e ,t > O} 1S a martingal~. 

Pr oof. It suffices by additivity (3.1) to check that 

eatV(x) = E{V (w) I the initial particle was of age x}(5.1) 
t 

Denote the right side of (5.1) by h(t,x). 

h(t,x) = V(x+t)(l-G (t) + mJoth(t-u,O)dG (u) x x 

specializing (5.2) to the case x = 0 and setting h(t) 

e-ath(t,O) we get 

h(t) V(t)(l-G(t»e- at + J~~(t-U)d~(U) 

-au 
where dG(u) = me dG(u). 

(5. 2) 

(5. 3) 

Since h = 1 is the only bounded solution of (5.3) (here the 
at 

definition of ~(.) is used) we conclude that h(t,O) = e and 

t his with (5. 2) y i e Ids (5. 1) . q. e. d. 

Proof of Theorem C. The function Vex) has the same discontinui­

ty set as G(.) and hence satisfies the hypothesis of Corollary 

4. Thus under the hypothesis of Theorem B 
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Vt/Z t = JV(x)dA(x,t,w) 4 JV(x)dA(x) (5. 4) 

w.p.I. 

-at By the preceding proposition Vt(w)e is a nonnegative mar-

tingale and hence converges with probability one. Call this 

limit W' (w). 

of Theorem B 

From (5.4) it is clear that under the hypothesis 

-at lim Z(t,w)e 
t-+oo 

n l - l W' ew) - Wew). 

This proves Theorem C In Vlew of the known result [2] that 

W (w) is nondegenerate at ~ero iff L p. j log j <00. q. e. d. 
J 

If LP j j log j = 00 then Z(t)e-at -+ 0 in probability as shown 

in [2]. By Theorem A, Vt/Z t converges in pr6bability to 
-1 -a~ 

a (m-I). By Proposition 2 lim Vt(w)e ~ = W'(w) exists w.p.I. 
t-+oo 

Thus we get 

Corollary 5: Lp. J log J = 00 then 
J 

-at 
lim Vt(w)e 
t-+oo 

o w.p.I. 

If Vex) is bounded below this implies 

-at lim Z(t,w)e 
t-+oo 

o w.p.I. 

(5. 5) 

(5.6) 

At any rate for each K < ooin the support of G we do have 

-at 
lim Z(K,t,u)e = 0 wop.I. 
t-+oo 

since inf Vex) > O. 

O~x~K 

Summarizing this yields 

Corollary 6 : a) If Lp. J log j 00 and V:(. ) is bounded be-
J 

low as the support of G then 

lim Z(t)e -at 
0 (5. 7) 

t-+oo 

b) If Lp. 
J 

J log J 00 then for any K In the 
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-at 
lim Z(K,t,w)e 
t+oo 

a w.p.I. 

Perhaps (5.7) is true without any hypothesis on V. 

(5. 8) 

Let N(t,w) be the number of splits up to time t. 

write 

Then we may 

N(t,w) 
Z(t,W) Z(O,w) + L t;. 

~ 
(5.9) 

i=l 

h 1:" th dd' "h h .th 1" were s. ~s e net a ~t~on to t e process at t e ~ sp ~t. 
~ 

Clearly, t;. 1 = 1,2" •• are i.i.d, with distribution 
~ 

p{t;. = j} = p. l' Further N(t,w) +00 w.p.l. By the strong law 
~ J-

of large numbers (5.9) yields 

and hence 

Corollary 7: 

If Y(t,w) ~s 

write Y(t,w) 

strong law 

Z(t,W)/N(t,W) + (m-l) w.p.I. 

If Lp. j log j< 00 then 
J 

-at -1 
N(t,W)e -+ W(w)(m-l) w.p.I. 

(5.10) 

the total"number of progeny up to time t we may 
N(t,w) 

= L (t;.+l) and hence we get again by the 
i= 1 ~ 

Corollary 8: If Lp. j log j <00 then 
J 

-at -1 
Y(t,w)e -+ W(w) m(m-l) ,w.p.l. 

Concluding Remarks, The extention of the results of this paper 

to the more general branching mechanisms considered by Jagers 

[6], Crump and Mode [9] etc. seems straightforward enough not 

to need a seperate publication. 

We wish to thank our colleagues P. Jagers and N. Keiding'at the 

Institute for Mathematical Statistics, Copenhagen for many sti­

mulating conversations-
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