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## ABSTRACT

Some limit theorems relating to the number of partials in the $A^{\text {th }}$ generation alive at time $t$ are reexamined. A single method of proof is given and shown to work equally as well for certain generalizations.
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## SECTION 1

## 1. Introduction

Let $\{X(t)\}_{t>0}$ be a supercritical Bellman-Harris branching process with age distribution $F$, and offspring p.g.f. f(s). Some attention has been given to the study of the limit behavior of the following random quantities:

$$
\begin{aligned}
U_{k}(t)= & \text { number of particles of the } k^{t h} \text { generation born } \\
& \text { before } t
\end{aligned}
$$

and

$$
\begin{aligned}
V_{k}(t)= & \text { number of particles of the } k^{t h} \text { generation alive } \\
& \text { at time } t .
\end{aligned}
$$

Results can be found in [1], [2], [4], [7], [8], [9]. In each of these papers the technique of proof is highly analytic. It turns out that some of the existing theorems can be gotten very quickly as a consequence of the structure of the process and the Berry-Esséen Theorem. This technique we feel is the natural one since it is simple and applies as well to a generalization of the process where the lifetime distribution of each generation is varible. This case was recently studied by Fildes [4].

We now introduce the necessary notation and state our result for the classical case. Put:

$$
\begin{aligned}
\mu_{i} & =\int_{0}^{\infty} v^{i} d F(v), m_{i}=\frac{\partial^{i} f(1-)}{\partial^{i} s} \quad i=1,2, \ldots \\
\sigma^{2} & =\mu_{2}-\left(\mu_{1}\right)^{2}, m=m_{1} \\
\phi(x) & =\frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} x^{2}} \text { and } \Phi(x)=\int_{-\infty}^{x} \phi(v) d v,-\infty<x<\infty
\end{aligned}
$$

If $X_{k}=$ number of particles in the $k^{t h}$ generation, then it is wel1 known [6] that $\lim _{\mathrm{k} \rightarrow \infty} \mathrm{m}^{-\mathrm{k}_{\mathrm{k}}}=\mathrm{w}, \mathrm{p} .1$ and if $\mathrm{m}_{2}<\infty$, the 1 imit exists in mean square.

Theorem. Assume $\mu_{i}<\infty, m_{i}<\infty i=1,2, m_{1}>1$ and $m_{3}<\infty$. Let $t_{k}=k \mu_{1}+\sigma \sqrt{k} t . \quad$ Then,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E\left(\left[m^{-k} U_{k}\left(t_{k}\right)-\Phi(t) W\right]^{2}\right)=0 \tag{1.1}
\end{equation*}
$$

Suppose in addition $F$ is non lattice. Then,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} E\left(\left[\sqrt{k} \sigma m^{-k} V\left(t_{k}\right)-m \phi(t) W\right]^{2}\right)=0 \tag{1.2}
\end{equation*}
$$

## SECTION 2

## Proof of the Theorem

We first prove (1.1). Since $m^{-k} X_{k} \stackrel{L}{2}^{\rightarrow} W$, it suffices to show,

$$
\lim _{k \rightarrow \infty} E\left(\left[m^{-k} U\left(t_{k}\right)-\Phi(t) X_{k} m^{-k}\right]^{2}\right)=0
$$

Following the notation of [6, Chapter 5], it is not difficult to check that,

$$
\begin{aligned}
& \left.\times\left(I_{\left\{T_{o}+T_{i_{1}}\right.}+T_{i_{1}} i_{2}+\ldots+T_{i_{1}} i_{2} \ldots i_{k-1}<t\right\}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& \mathrm{T}_{i_{1} i_{2} \ldots i_{k-1}} \text { is the length of life of }\langle\underset{\sim}{i}\rangle=\left\langle i_{1} i_{2} \ldots i_{k-1}\right\rangle \\
& { }^{n_{i} i_{2}} \ldots i_{k-1} \text { is the number of offspring produced by }\left\langle\underset{\sim}{i_{k}}\right\rangle \\
& I_{A} \text { is the indicator function of the set } A .
\end{aligned}
$$

We introduce some notation. Put for $k \geq 1$,

$$
\begin{aligned}
& { }^{n} \underset{\sim}{i}=n_{i}{ }_{1} i_{2} \ldots i_{k-1}, T_{\underset{\sim}{i}}=T_{i_{1}} i_{2} \ldots i_{k-1}
\end{aligned}
$$

and

$$
\mathrm{S}_{\underset{\sim}{k}}=\mathrm{T}_{0}+\mathrm{T}_{\mathrm{i}_{1}}+\mathrm{T}_{\mathrm{i}_{1} i_{2}}+\ldots+\mathrm{T}_{\mathrm{i}_{1} i_{2} \ldots i_{k-1}}
$$

Then,

$$
\mathrm{U}_{\mathrm{k}}\left(\mathrm{t}_{\mathrm{k}}\right)-\Phi(\mathrm{t}) \mathrm{X}_{\mathrm{k}}=\sum_{\underset{\sim}{i} \mathrm{i}}\left(\mathrm{I}_{\left.\left\{\mathrm{S}_{\underset{\sim}{i}}<t_{k}\right\}^{-} \Phi(\mathrm{t})\right) \mathrm{n}_{\underset{\sim}{i}}{ }_{k} .}\right.
$$

For any collection of random variables $G$, let $\sigma(G)$ be the $\sigma-f i e l d$ generated $b y$. Define for $k \geq 1$,

$$
G_{k}=\left\{\left(n_{\sim}^{i}, T_{\underset{\sim}{i}}\right) \text { for all <i } \underset{\sim}{i}>\text { such that } j \leq k\right\}
$$

Then,

$$
\begin{aligned}
& E\left(\left[U_{k}\left(t_{k}\right)-\Phi(t) X_{k}\right]^{2}\right)=E\left(E\left(\left[U_{k}\left(t_{k}\right)-\Phi(t) X_{k}\right]^{2} \mid G_{k-1}\right)\right) \\
= & E\left(\operatorname{Var}\left(U_{k}\left(t_{k}\right) \mid G_{k-1}\right)\right)+E\left(\left[E\left(U_{k}\left(t_{k}\right) \mid G_{k-1}\right)-\Phi(t) X_{k}\right]^{2}\right)
\end{aligned}
$$

Conditioned on $G_{k-1}, U_{k}\left(t_{k}\right)$ is just the sum of independent random variables with the typical term having variance equal to

$$
\left.\mathrm{n}_{\underset{\sim}{i} k}^{2}\left[F\left(\mathrm{t}_{\mathrm{k}}-\mathrm{S} \underset{\sim \mathrm{i}-1}{ }\right)-F^{2}\left(\mathrm{t}_{\mathrm{k}}-\mathrm{S}_{\underset{\sim}{i} \mathrm{k}-1}\right)\right] \mathrm{I}_{\left\{\mathrm{S}_{\underset{\sim}{i} k-1}\right.}<\mathrm{t}_{\mathrm{k}}\right\}
$$

Hence,

$$
E\left(\operatorname{Var}\left(U_{k}\left(t_{k}\right) \mid G_{k-1}\right)\right)=m^{k-1} E\left(X_{1}^{2}\right)\left[F(k)\left(t_{k}\right)-F^{2} * F(k-1)\left(t_{k}\right)\right]
$$

where * represents convolution and $F_{(k)}(t)=F * F_{(k-1)}(t)$, $k \geq 1$. Also observe that

$$
\begin{aligned}
& E\left(\left[E\left(U_{k}\left(t_{k}\right) \mid G_{k-1}\right)-\Phi(t) X_{k}\right]^{2}\right) \\
& \left.\left.=E\left(\left[\underset{\sim}{i_{k-1}} \sum_{i_{k-1}=1}^{\sum_{\sim k-1}^{i_{k}} n_{i}^{i}}\right)\left(F\left(t_{k}-S_{\underset{\sim k-1}{ }}\right) I_{\left\{S_{i}^{i k-1}\right.}<t\right\}-\Phi(t)\right)\right]^{2}\right)
\end{aligned}
$$

The last expression is of exactly the same form as (2.1) except that the summation is over one less index. Thus we can repeat the calculation $k-1$ times to obtain

$$
\begin{equation*}
\Theta_{k}=E\left(\left[U\left(t_{k}\right)-\Phi(t) X_{k}\right]^{2}\right)=\sum_{j=1}^{k} m^{k-j_{E}\left(X_{j}^{2}\right) B_{j}(k)} \tag{2.2}
\end{equation*}
$$

where

$$
B_{j}(k)=F_{(j-1)}^{2} *_{(k-j+1)}\left(t_{k}\right)-F_{(j)}^{2} * F_{(k-j)}\left(t_{k}\right)
$$

and

$$
1 \leq j \leq k-1
$$

$$
B_{k}(k)=(F(k-1)-\Phi(t))^{2} * F\left(t_{k}\right)
$$

It is easy to show that $E\left(X_{j}^{2}\right)=0\left(\mathrm{~m}^{2 j}\right)$. Therefore, there exists some constant $A$ independent of such that

$$
m^{-2 k} \Theta_{k} \leq A \sum_{j=1}^{k} m^{-(k-j)} B_{j}(k)
$$

Let $\varepsilon>0$. Choose $N_{o}$ such that $\sum_{j \geq N_{o}}^{m^{-j}<\varepsilon}$
Then for $k>N_{o}$,

$$
m^{-2 k} \Theta_{k} \leq 2 \varepsilon A+\sum_{j=k-N_{0}+1}^{k} m^{(k-j)} B_{j}(k)
$$

We now apply the Berry Esséen Theorem [5, pg. 201] to conclude that

$$
\lim _{k \rightarrow \infty} B_{j}(k)=0, k-N_{o}+1 \leq j \leq k
$$

This proves (1.1).

To prove (1.2) we first observe that

$$
\left.\sqrt{k} \sigma V_{k}\left(t_{k}\right)-m \phi(t) X_{k}=\sum_{\underset{\sim}{i}}^{i_{k+1}}\left(\sqrt{k} \sigma I_{\{\underset{\sim}{s}}^{\underset{\sim}{i} k}{ }_{k}<t_{k}<{\underset{\sim}{\sim}}_{\underset{\sim}{i} \underset{k}{ }}\right\}-m \phi(t)\right)
$$

Thus if we condition exactly as before we obtain,

$$
\begin{align*}
\Lambda_{k} & =E\left(\left[\sqrt{k} \sigma V_{k}\left(t_{k}\right)-m \phi(t) X_{k}\right]^{2}\right) \\
& =\sum_{j=0}^{k} m^{k-j_{E}\left(X_{j}^{2}\right) C_{j}(k)} \tag{2.3}
\end{align*}
$$

where

$$
\begin{aligned}
C_{j}(k) & =k \sigma^{2}\left(F_{(j-1)^{-F}}^{(j)}\right)^{2} *_{(k-j+1)}\left(t_{k}\right) \\
& -k \sigma^{2}\left(F_{(j)}-F_{(j+1)}\right)^{2} * F_{(k-j)}\left(t_{k}\right), 1 \leq j \leq k-1 \\
C_{o}(k) & =k \sigma^{2}(1-F) * F_{(k)}\left(t_{k}\right)-k \sigma^{2}(1-F)^{2} * F_{(k)}\left(t_{k}\right)
\end{aligned}
$$

and

$$
C_{k}(k)=(\sqrt{k} \sigma(F(k-1)-F(k))-m \phi(t))^{2} * F\left(t_{k}\right)
$$

Let $N_{0}>0$. Then using the extended. Berry Esséen Theorem [5, pg 210] it is not difficult to show that

$$
\lim _{k \rightarrow \infty} C_{j}(k)=0, k-N_{0} \leq j \leq k
$$

and

$$
\sup _{1 \leq j \leq k-N}\left|C_{j}(k)\right| \leq D_{1} \frac{k}{j}
$$

where $D_{1}$ is a constant independent of $k$.

Hence,

$$
\lim _{k \rightarrow \infty} \sup \left(m^{-2 k} \Lambda_{k}\right)=1 \lim _{k \rightarrow \infty} \sup \left(D_{2} \sum_{j=1}^{k-N} m^{-(k-j)} \frac{k}{j}\right)
$$

where $D_{2}$ is a suitable constant. Let $\varepsilon>0$ such that

$$
\begin{aligned}
& m^{-1}(1+\varepsilon)=r<1 . \text { Then for } k>\left[\varepsilon^{-1}\right] \\
& {\left[k-\varepsilon^{-1}\right]-1 } \\
& \sum_{j=N_{0}}^{-j} \frac{k}{k-j} \leq m^{-N_{o}} \frac{k}{k-N_{o}} \frac{1}{1-r}
\end{aligned}
$$

and

$$
\sum_{j=\left[k-\varepsilon^{-1}\right]-1}^{k-1} m^{-j} \frac{k}{k-j} \leq D_{3} k m^{-\left[k-\varepsilon^{-1}\right]}
$$

for $D_{3}$ a suitable constant. Since $N_{o}$ is arbitrary we are done.

## SECTION 3

## A Generalization.

Suppose a particle in generation $n$ lives a random length of time governed by $F_{n}$ which depends on $n$. One can easily check that expressions similar to (2.2) and (2.3) hold in this more general setup. In fact, the only thing that one needs to carry through the arguments of the previous section is a Berry-Esséen type theorem for non-identically distributed random variables. Fortunately such results exist under suitable assumptions. [3, pgg 78 and 84].

We now introduce some notation and state the result. Let

$$
\begin{aligned}
& \mu_{i}=\int v \mathrm{dF}_{\mathrm{i}}(\mathrm{v}) \quad \sigma_{i}^{2}=\int \mathrm{v}^{2} \mathrm{dF} \mathrm{~F}_{\mathrm{i}}(\mathrm{v})-\mu_{i}^{2} \\
& \mathrm{~m}_{\mathrm{k}}=\sum_{i=1}^{k} \mu_{i} \quad S_{k}^{2}=\sum_{i=1}^{k} \sigma_{i}^{2} \\
& t_{k}=m_{k}+S_{k} t
\end{aligned}
$$

Theorem. Assume there exist constants $0<A<B<\infty$ such that

$$
A<\inf _{i} \sigma_{i}^{2} \text { and } \sup _{i} \int v^{3} d F_{i}(v)<B
$$

Then

$$
\lim _{k \rightarrow \infty} E\left(\left[\frac{U_{k}\left(t_{k}\right)}{k}-W \Phi(t)\right]^{2}\right)=0
$$

 and for some L,

$$
\lim _{k \rightarrow \infty}\left\{\sup _{|\omega|>L}\left|f_{k}(\omega)-f(\omega)\right|\right\}=0
$$

where

$$
f_{k}(\omega)=\int e^{i v \omega} d F_{k}(v), f(\omega)=\int e^{i v \omega} d F(v)
$$

Then,

$$
\lim _{k \rightarrow \infty} E\left(\left[\frac{S_{k} V_{k}\left(t_{k}\right)}{m^{k}}-\mu W \phi(t)\right]^{2}\right)=0
$$

where

$$
\mu=\int \mathrm{v} \mathrm{dF}(\mathrm{v}) .
$$

Proof. The conditions of the theorem are sufficient to imply the required versions of the Berry Esséen Theorem given in [3]. Q.E.D.

Remark. The assumptions of Tildes imply ours.

Conjecture. I believe that this method can be applied to the generalized age-dependent model to obtain analogous results.
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