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## SUMMARY

Maximum likelihood estimation of the parameter $\lambda$ of a pure birth process is studied on the assumptions that the process is observed either completely in a time interval [0,t] or at equidistant time points $0, \tau, \ldots, k \tau$.

The exact distribution of the minimal sufficient statistic is given in the first case and for both cases the asymptotic theory as $t \rightarrow \infty$, respectively $k \rightarrow \infty$, is studied. The related conditional Poisson process discussed recently by D.G. Kendall and $W$. A. $0^{\prime} N$. Waugh is also studied and the results are shown to illustrate the modern theory of exponential families and conditional inference. Some efficiency results comparing the two sampling schemes are also given.
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## 1. Introduction.

Let $X_{t}$ be the population size at time $t$ of the pure birth process, that is the Markov process in which

$$
P\left\{X_{t+h}=j \mid X_{t}=i\right\}= \begin{cases}i \lambda h+\sigma(h), & j=i+1 \\ 1-i \lambda h+\sigma(h), & j=i \\ \sigma(h) & \text { otherwise }\end{cases}
$$

$\mathrm{i}=1,2,3, \ldots, \lambda>0$. Assume throughout that $\mathrm{P}\left\{\mathrm{X}_{0}=\mathrm{q}\right\}=1$ where $q$ is a fixed positive integer.

We shall discuss maximum likelihood estimation of the parameter $\lambda$ from observations in a finite time interval [0,t]. Specifically, three different sampling schemes may be considered.
A. Permanent observation in a fixed time interval [0,t].
B. Sampling at equidistant time points $0, \tau, \ldots, k \tau$.
C. Permanent observation until the time at which $X_{t}$ jumps to n .

The sampling scheme $C$, which is often called inverse sampling was considered by Moran (1951).

The "direct" sampling schemes $A$ and $B$ were considered briefly by D.G. Kendall (1949) and related results (in effect, for the pure death process) were given by Sverdrup (1965) and Hoem (1971).

All of these authors only considered asymptotic results as $q \rightarrow \infty$. In the present paper we apply results by P. S. Puri (1966, 1968) to study the exact distribution of the estimator and we concentrate on asymptotic results for $t \rightarrow \infty$, that is, for one long realization of the process. The usual asymptotic normal theory no longer holds and an asymptotic "Student" distribution applies for both sampling schemes A (Section 3) and B (Section 5). The results for equidistant sampling in Section 5 are closely connected to recent results by Dion (1972) on estimation in the Galton-Watson process.

Kendall (1966) and Waugh (1970,1972) have recently discussed the conditional distribution of the birth process given $W=\underset{t \rightarrow \infty}{\lim } \mathrm{a} . \mathrm{s} . X_{t} / E X_{t}$. They show that the conditional process is an inhomogeneous Poisson process with intensity $\lambda W \exp$ ( $\lambda t$ ). Section 4 is devoted to a discussion of maximum likelihood estimation in this conditional process and in the process $\left\{X_{u} \mid u \leq t\right\}$ given $X_{t}$. Several interesting aspects are discussed in the light of the modern theory of exponential families and conditional inference (Barndorff-Nielsen 1970,1971), and it is pointed out that the "extra randomness" in the asymptotic Stu-1 dent-distribution is due to the gamma-distributed random variable W. Section 2 states formally the result of Kendall for easy reference.

## 2. The birth process and the conditional Poisson process.

It is well-known (Harris 1963) that if $\left\{X_{t}, t \geq 0\right\}$ is a birth process with $X_{0}=q$, then the expectation $E X_{t}=q \exp (\lambda t)$ and there exists a random variable $W$ such that $X_{t} / E X_{t} \rightarrow W$ a.s. as $t \rightarrow \infty$. The distribution of $W$ is gamma ( $q, q^{-1}$ ), that is, with density

$$
q^{q} w^{q-1} e^{-q w} / \Gamma(q), \quad w>0
$$

and $\mathrm{EW}=1$.

The following result is due to D.G. Kendall (1966) in the case $q=1$. See further discussion by Waugh (1970), Athreya and Ney (1972, Theorem III.11.2) and Tjur (1973). The generalization to $q>1$ is straightforward.

Theorem 2.1 Conditioned on $W$, $X_{t}-q$ is a time-inhomogeneous Poisson process with intensity $W \lambda \exp (\lambda t)$, that is $E\left(X_{t}-q \mid W\right)=W(\exp (\lambda t)-1)$.

Theorem 2.2 Let $\left\{Z_{t}, t \geq 0\right\}$ be a Poisson process with intensity $W \lambda \exp (\lambda t)$ and $Z_{0}=q$ and define

$$
T_{t}=\int_{0}^{t} Z_{u} d u
$$

Then as $t \rightarrow \infty$
(a) $Z_{t} \exp (-\lambda t) \rightarrow w$ a.s.
and
(b) $\mathrm{T}_{\mathrm{t}} \exp (-\lambda \mathrm{t}) \rightarrow \mathrm{w} / \lambda$ a.s.

Proof. ( $\left.Z_{t}-q\right) /[\exp (\lambda t)-1]$ is a Markov process with EU $t=w$, and is thus a nonnegative martingale. It follows that there is a random variable $U$ such that $U_{t} \rightarrow U$ a.s. On the other hand it is easily seen that $U_{t} \xrightarrow{P} W$ and it follows that $U=$ w a.s. which proves (a). To prove (b), let $\omega \mathbb{E} N$, the null set where (a) does not hold. To a given $\varepsilon$ choose $t_{0}$ such that

$$
w-\varepsilon<Z_{t} \exp (-\lambda t)<w+\varepsilon
$$

for $t>t_{0}$.
For $t>t_{0}$

$$
T_{t} e^{-\lambda t}=e^{-\lambda t} \int_{0}^{t_{0}} Z_{u} d u+e^{-\lambda t} \int_{t}^{t} Z_{u} d u
$$

and since

$$
\begin{aligned}
e^{-\lambda t} \int_{t_{0}^{t}}^{z_{u}} d u & <e^{-\lambda t} \int_{t_{0}^{t}}(w+\varepsilon) e^{\lambda u_{d u}} d u \\
& =\frac{w+\varepsilon}{\lambda}\left(1-e^{-\lambda\left(t-t_{0}\right)}\right)
\end{aligned}
$$

and similarly for the lower boundary, (b) follows by letting $t \rightarrow \infty$. This simple but quite general proof was pointed out by Martin Jacobsen (private communication).

Remark, Theorem 2.1 may be used to derive results for the birth process from corresponding results for the inhomogeneous Poisson process by mixing over the gamma-distributed random variable $W$ (cf. the discussion by Waugh (1970)). This procedure will be used repeatedly in the following.

In particular, from Theorem 2.2 we may conclude the a.s.
convergence of

$$
q^{-1} e^{-\lambda t} \int_{0}^{t} X_{u} d u \rightarrow W / \lambda
$$

in the birth process, which was first given by Puri (1966).
3. Permanent observation: Inference in the birth process.

Consider first sampling scheme $A$. The distribution of $\left\{X_{u}, 0 \leqq u \leqq t\right\}$, is fully determined by $X_{t}$ and the random $t i-$ mes $T_{q+1}, \cdots, T_{X_{t}}$, where $T_{i}=\inf \left\{u \mid X_{u}=i\right\}$ is the time where the process jumps to state i. The random variable ( $X_{t}, T_{q+1} \ldots$, $T_{X_{t}}$ ) (which is understood as $X_{t}$ if $X_{t}=q$ ) takes values in the set

$$
\bar{Y}=\{q\} \cup \bigcup_{n=q+1}^{\infty}\{n\} \times[0, \infty)^{n-q}
$$

with probability one. If $\nu_{n}$ is Lebesgue measure on the Borel $\sigma$-algebra $\bar{B}_{n}$ on $[0, \infty)^{n}$, an invariant measure $K$ on $\bar{Y}$ is given by

$$
\mathrm{B}_{0}=\{\mathrm{q}\} \text { or } \phi, \mathrm{B}_{\mathrm{n}-\mathrm{q}} \in \bar{B}_{\mathrm{n}-\mathrm{q}} \text { for } \mathrm{n}>\mathrm{q}
$$

The 1 ikelihood function is the density of the distribution of $Y_{t}$ with respect to $\dot{K}$.

Theorem 3.1 The 1 ikelihood function is given by

$$
L(\lambda)=\left(X_{t}-1\right)^{\left(X_{t}-q\right)} \lambda^{X_{t}-q} e^{-\lambda S_{t}}
$$

where $S_{t}=\int_{0}^{t} X_{u} d u$ and the factorial $a^{(\bar{x})}=a(a-1) \ldots(a-x+1)$.

- ( $X_{t}, S_{t}$ ) is minimal sufficient and the maximum likelihood estimator is given by

$$
\hat{\lambda}=\frac{X_{t}-q}{S_{t}}
$$

Proof. Let $T_{q}=0$. For given $x$, the sojourn times $T_{i+1}$ - $_{i}$, $i=q, \ldots, x-1$, are independent, exponentially distributed with expectations $(i \lambda)^{-1}$. Hence the density of ( $\mathrm{T}_{\mathrm{q}+1}, \ldots, \mathrm{~T}_{\mathrm{x}}$ ) with respect to $\nu_{x-q}$ is seen to be

$$
\begin{aligned}
& f\left(t_{q+1}, \ldots, t_{x}\right)=(x-1)^{(x-q)} \lambda^{x-q_{e}}{ }^{-\lambda \sum_{i=q}^{x-1} i\left(t_{i+1}-t_{i}\right)}, \\
& 0 \leqq \mathrm{t}_{\mathrm{q}+1} \leqq \cdots \leqq \mathrm{t}_{\mathrm{n}} \text {. } \\
& \text { Since } \dot{P}\left\{X_{t}=x, T_{q+1} \leqq t_{q+1}, \ldots, T_{X_{t}} \leqq t\right\} \\
& =\dot{P}\left\{\mathrm{~T}_{\mathrm{q}+1} \leqq \mathrm{t}_{\mathrm{q}+1}, \ldots, \mathrm{~T}_{\mathrm{x}} \leqq \mathrm{t}, \mathrm{~T}_{\mathrm{x}+1}>\mathrm{t}\right\},
\end{aligned}
$$

the density of $\left(X_{t}, T_{q+1}, \cdots, T_{X_{t}}\right)$ with respect to $k$ is

$$
\begin{aligned}
g\left(x, t_{q+1}, \ldots, t_{x}\right) & =\int_{t}^{\infty} f\left(t_{q+1}, \ldots, t_{x+1}\right) d t_{x+1} \\
& =(x-1)^{(x-q)} \lambda^{x-q} e^{-\lambda\left(x t-\sum_{i=q+1}^{t_{i}}\right)}
\end{aligned}
$$

The likelihood function is, thus,
and it is immediately seen that

$$
S_{t}=\int_{0}^{t} X_{u} d u=t X_{t}-\sum_{i=q+1}^{X_{t}} T_{i}
$$

which completes the derivation of the likelihood function. The rest of the proof is immediate.
 has characteristic function

$$
E\left(e^{i v S}{ }_{\left.I X_{t}=x\right)}=e^{i v q t}\left(\frac{1-e^{(i v-\lambda) t}}{(1-(i v) / \lambda)\left(1-e^{-\lambda t}\right)}\right)^{x-q}\right.
$$

and density

$$
(\lambda t)^{x-q} e^{-\lambda(s-q t)}\left(1-e^{-\lambda t}\right)^{-x+q} g_{x, q}(s), \quad \text { qut } \leqq s<\infty
$$

Here $g_{x, q}(s)$ is the density of $q t+Y_{1}+\ldots+Y_{x-q}$ where the $Y_{i}$ are independent, uniformly distributed on $[0, t]$.
(b) The distribution of $S_{t}$ given $W$ and $X_{t}=x$ is the same as under (a).
(c) The distribution of the minimal sufficient statistic ( $X_{t}, S_{t}$ ) has characteristic function given by

$$
\left(E e^{i u X_{t}+i v S_{t}}\right) 1 / q=\frac{(1-(i v) / \lambda) e^{i u+(i v-\lambda) t}}{1-(i v) / \lambda-e^{i u}+e^{i u+(i v-\lambda) t}}
$$

and density with respect to counting measure on the integers and Lebesgue measure on $\bar{B}$

$$
\binom{x-1}{q-1}(\lambda t)^{x-q} e^{-\lambda s} g_{x, q}(s), \quad x=q, q+1, \ldots, q t \leqq s<\infty
$$

Proof. It follows from the representation of $S_{t}$ given, by (3.1) that $S_{t}$ is measurable with respect to the o-algebra $A_{t}$ spanned by' $\left\{X_{u} \mid u<t\right\}$. That the distributions under (b) and (a) are identical then follows from the Markov property, since $W$ is measurable w.r.t. the tail $\sigma$-algebra $\operatorname{ni}_{t}\left\{X_{u} \mid u>t\right\}$. (For further discussion see $T j u r(1973)$ ).

The derivation of the distributions has been carried out by Puri (1968). In the present setting an approach based on the conditional Poisson process is more direct. We omit the details.

Theorem 3.3 $\hat{\lambda} \rightarrow \lambda$ a.s. as $t \rightarrow \infty$.
Proof. This is a corollary of Theorems 2.1 and 2.2 , cf. the Remark after Theorem 2.2.

Lemma 3.1 Let $\left\{Z_{t}, t \geqq 0\right\}$ be a Poisson process with intensity $w \lambda \exp (\lambda t)$ and $Z_{0}=q$. Then the distribution of

$$
\left(A_{t}, \lambda e^{-\lambda t_{t}}{ }_{t}\right)=\left(e^{-(\lambda t) / 2}\left(Z_{t}-q-\lambda T_{t}\right), \lambda e^{-\lambda t_{t}} t_{t}\right)
$$

where $T_{t}=\int_{0}^{t} Z_{u} d u$, converges weakly as $t \rightarrow \infty$ towards the distribution $\circ$ of ( $A, w$ ) where $A$ is normal ( $0, w$ ).

Proof. The characteristic function of ( $Z_{t}, T_{t}$ ) is given by

$$
E\left(e^{i u Z} t^{+i v T} t\right)=\exp \left[-w\left(e^{-\lambda t}-1\right)+\frac{\lambda w e^{\lambda t+i u}\left(1-e^{(i v-\lambda) t}\right)}{\lambda-i v}\right]
$$

as is seen from Theorem 3.2 and by using the Poisson distribution of $Z_{t}-q$ with parameter $w(\exp (\lambda t)-1)$.

The characteristic function of ( $A_{t}, \lambda e^{-\lambda t} T_{t}$ ) is then easily obtained and the result follows by letting $t \rightarrow \infty$.

Theorem 3.4 (a) As $t \rightarrow \infty,\left(\lambda S_{t}\right)^{1 / 2}(\hat{\lambda} / \lambda-1)$ is asymptotical$1 y$ normal ( 0,1 ).
(b) As $t \rightarrow \infty$, $\exp [(\lambda t) / 2] q^{1 / 2}(\hat{\lambda} / \lambda-1)$ converges weakly towards a Student-distribution with $2 q$ d.f.

Proof. It is a consequence of Lemma 4.1 and Theorem 2.1 that given $W$,

$$
\begin{aligned}
& \left(\lambda S_{t}\right)^{1 / 2}\left(\hat{\lambda / \lambda-1)}=\frac{x_{t}-q-\lambda S_{t}}{\left(\lambda S_{t}\right)^{1 / 2}}\right. \\
= & \frac{A_{t}}{\left(\lambda e^{-\lambda t_{S}}\right)^{1 / 2}} \rightarrow \text { normal }(0,1) .
\end{aligned}
$$

Since this limiting distribution is independent of $W$, the same result is valid in the marginal distribution, which proves (a). To prove (b), notice that

$$
e^{(\lambda t) / 2}{ }_{q} 1 / 2(\hat{\lambda} / \lambda-1)=e^{(\lambda t) / 2} q^{1 / 2} \frac{X_{t}-q-\lambda S_{t}}{\lambda S_{t}}
$$

$$
=\frac{A_{t}}{\left(\lambda e^{-\lambda t_{S}}\right)^{1 / 2}}\left(\frac{e^{\lambda t}}{\lambda S_{t}}\right)^{1 / 2}
$$

As $t \rightarrow \infty$, the second factor tends almost surely to $W^{-1 / 2}$ by Theorems 2.1 and 2.2 and since the first factor, given $W$, is asymptotically normal ( 0,1 ), we infer that the limiting distribution of the product is that of $A / W^{1 / 2}$ where $A$ and $W$ are in-
dependent, $A$ is normal ( 0,1 ), and $W$ is (cf. Theorem 2.1) gamma ( $q, q^{-1}$ ) or $X^{2} / f, f=2 q$. (b) then follows from a standard result in the theory of the normal distribution.

Theorem 3.5 For fixed $t$ and $q \rightarrow \infty$,
(a) $\left(\lambda S_{t}\right)^{1 / 2}(\hat{\lambda} / \lambda-1)$ is asymptotically normal $(0,1)$.
(b) $e^{(\lambda t) / 2} q^{1 / 2}(\hat{\lambda} / \lambda-1)$ is asymptotical1y normal $\left(0,\left(1-e^{-\lambda t}\right)^{-1}\right)$.

Proof. The birth process $X_{t}$ with $X_{0}=q$ has the same distribution as $U_{t}^{1}+\ldots+U_{t}^{q}$, where $U_{t}^{i}$ is a birth process with $U_{0}^{i}=1$ and parameter $\lambda$ and $U_{t}^{1}, \cdots, U_{t}^{q}$ are independent.

The results are therefore easily obtained from the central limit theorem.

Remark. (b) was given by D.G. Kendall (1949), see further Section 5 below.

Remark. In theorem 3.4(b), the 1imiting Student distribution approaches a normal distribution ( 0,1 ) as $q \rightarrow \infty$. This $1 i-$ mit is also obtained by letting $t \rightarrow \infty$ in the limiting distribution in Theorem 3.5(b).
4. Permanent observation: Inference in the conditional Poisson process.

For large $t$, the sample functions log $X_{t}$ tend to be linear with "deterministic" slope $\lambda$ but with a random intercept log W on the ordinate axis (Waugh 1972). When considering a single long realization of the birth process the random variation "due to $W^{\prime \prime}$ seems irrelevant so that it becomes warranted to consider estimation of $\lambda$ and $w$ in the conditional process given that $W=W$.

A related argument due to S.L. Lauritzen (private communication) is as follows. When the sampling situation is one realization, it is intrinsically impossible no matter for how long time this realization is observed, to decide whether the
sample function is from a birth process or from the corresponding conditional Poisson process. If both the Poisson processes and the birth process (being a mixture of the Poisson processes) are included in the model, the generalized maximum likelihood solution could never be a mixture and hence is the Poisson process. Lauritzen will publish his general study on "maximum likelihood prediction" elsewhere.

Theorem 4.1 Let $\left\{X_{t}, t \geq 0\right\}$ be a Poisson process with intensity $w \lambda \exp (\lambda t)$ and $X_{0}=q$. For the problem of estimation ( $\lambda, w$ ), the likelihood function is

$$
\mathbb{L}(\lambda, w)=(\lambda w)^{X_{t}-q} e^{-\lambda\left(S_{t}-t X_{t}\right)-w\left(e^{\lambda t}-1\right)}
$$

$\left(X_{t}, S_{t}\right)$ is minimal sufficient and the likelihood equations are

$$
\begin{aligned}
X_{t-q} & =E\left(X_{t-q}\right)=w\left(e^{\lambda t}-1\right) \\
t X_{t}-S_{t} & =E\left(t X_{t}-S_{t}\right)=w \frac{\lambda t e^{\lambda t}+1-e^{\lambda t}}{\lambda}
\end{aligned}
$$

If $2\left(S_{t}-q t\right)<t\left(X_{t}-q\right)$, these equations have a unique solution $(\lambda, w) \in(0, \infty)^{2}$ and this solution is the maximum likelihood estimator. If $2\left(S_{t}-q t\right) \geqslant t\left(X_{t}-q\right)$, the 1 ikelihood function has no maximum within $(0, \infty)^{\overline{2}}$.

Remark. The canonical exponential family generated by the present estimation problem has canonical statistics $Y=$ $X_{t}-q$ and $Z=t X_{t}-S_{t}, 0 \leqq Z \leqq t Y<\infty$ and canonical parameters $\mu=\log \left(\lambda_{W}\right)$ and $K=\lambda$. The canonical parameter domain is $R^{2}$. The likelihood equations are obtained as $Y=E Y$ and $Z=E Z$, and they have a unique solution for all (Y, Z). However, $K>0$ only when 2 Z Z tY , (which is equivalent to $2\left(\mathrm{~S}_{\mathrm{t}}-\mathrm{q} \mathrm{t}\right)<\mathrm{t}\left(\mathrm{X}_{\mathrm{t}}-\mathrm{q}\right)$.) 0 therwise $K \leqq 0$ and there seems to be no natural way to extend the definition of the maximum likelihood estimator for the initial parameters. For a comprehensive account of the exact (that is, non-asymptotic) theory of exponential families, see Barndorff-Nielsen (1970).

Proof of Theorem 4.1 The proof is framed in the exponential family approach given above. The likelihood equations are

$$
\begin{gathered}
Y=e^{\mu} \frac{e^{\kappa t}-1}{\kappa} \\
Z=e^{\mu} \cdot \frac{\kappa t e^{\kappa t}+1-e^{\kappa t}}{\kappa^{2}}
\end{gathered}
$$

so that by eliminating $\mu$

$$
\frac{Z}{t Y}=\frac{1}{1-e^{-K t}}-\frac{1}{K t}=1-f(K t)
$$

where the function $f$ is decreasing, $f(-\infty)=1, f(0)=\frac{1}{2}$, $f(\infty)=0, D f(0)=0$ and $D f(x)<0$ otherwise. The results for $2 Z>t Y$ follow immediately.

Lemma 4.1 Let

$$
f(x)=\frac{1}{x}-\frac{1}{e^{x}-1}
$$

$$
x>0
$$

If $g(t)$ is a positive function such that there exists a c $\in(0, \infty)$ with

$$
\operatorname{tf}(\operatorname{tg}(t)) \rightarrow c^{-1} \text { as } t \rightarrow \infty,
$$

then

$$
\mathrm{g}(\mathrm{t}) \rightarrow \mathrm{c} \text { as } \mathrm{t} \rightarrow \infty
$$

Proof. To any $\varepsilon>0$ choose $t_{0}$ so that for $t>t_{0}$

$$
|\operatorname{ctf}(\operatorname{tg}(t))-1|<\varepsilon
$$

or

$$
\begin{equation*}
c^{-1}(1-\varepsilon)<\operatorname{tf}(\operatorname{tg}(t))<c^{-1}(1+\varepsilon) . \tag{4.1}
\end{equation*}
$$

For all $x>0, f(x)=\frac{1}{x}-\frac{1}{e^{x}-1}<\frac{1}{x}$ so that for $t>t_{0}$

$$
c^{-1}(1-\varepsilon)<\frac{t}{\operatorname{tg}(t)}=g(t)^{-1}
$$

To any $\delta>0$ choose $x_{0}$ so that

$$
f(x)>\frac{1}{x(1+\delta)} \quad \text { for } x>x_{0} .
$$

Choose $t_{1}$ such that

$$
\frac{1+\varepsilon}{c t_{1}}<f\left(x_{0}\right)
$$

Then for $t>t_{0} \vee t_{1}$, by the right inequality in (4.1)

$$
f(\operatorname{tg}(t))<f\left(x_{0}\right)
$$

that is (since $f$ is monotonically decreasing) tg(t) $>x_{0}$ or

$$
f(\operatorname{tg}(t))<\frac{1}{\operatorname{tg}(t)(1+\delta)}
$$

and by applying the right inequality in (4.1) once more,

$$
c^{-1}(1+\varepsilon)>\frac{t}{\operatorname{tg}(t)(1+\delta)}=\frac{1}{g(t)(1+\delta)}
$$

The results are summarized in

$$
\begin{equation*}
\frac{c}{(1+\varepsilon)(1+\delta)}<g(t)<\frac{c}{1-\varepsilon} \tag{4.2}
\end{equation*}
$$

for $t>t_{0} v t_{1}$ and the proof is complete.

Theorem 4.2 For the estimation problem discussed in Theorem 4.1, as $t \rightarrow \infty$
(a)

$$
\left.\dot{P}\left\{2\left(S_{t}-q t\right)<t\left(X_{t}-q\right) \mid X_{t}\right\}=x\right\} \rightarrow 1
$$

uniform1y in $x=q+1, q+2, \ldots$
and

$$
P\left\{X_{t}=q\right\} \rightarrow 0
$$

It follows that

$$
P\left\{2\left(S_{t}-q t\right)<t\left(X_{t}-q\right)\right\} \rightarrow 1
$$

as $t \rightarrow \infty$ which by Theorem 4.1 may by expressed by stating that the maximum likelihood estimator $\left(\lambda_{,}^{*} w^{*}\right)$ exists almost surely as $t \rightarrow \infty$.
(b)

$$
\text { As } t \rightarrow \infty, \quad\left(\lambda, w^{*}\right) \xrightarrow{P}(\lambda, w)
$$

(c)
As $t \rightarrow \infty$,
$\left(\lambda S_{t}\right)^{1 / 2}\left(\lambda^{*} / \lambda-1\right)$
is asymptotically normal $(0,1)$, and $\exp [(\lambda t) / 2]\left(\lambda^{*} / \lambda-1\right)$ is asymptotically normal ( 0,1 ).

Proof. To prove (a) we have by Theorem 3.2(a) and (b) that

$$
\begin{align*}
& P\left\{2\left(S_{t}-q t\right) \geqq t\left(X_{t}-q\right) \mid X_{t}=x\right\} \\
= & \left(\frac{\lambda t}{1-e^{-\lambda t}}\right)^{x-q} t\left(\int_{x-q)}^{t(x-q) / 2} e^{-r} h_{x-q}(r) d r\right. \tag{4.3}
\end{align*}
$$

where $h_{x-q}$ is density of a sum of $x-q$ independent uniformly distributed random variables on $[0, t]$. Hence (4.3) is less than

$$
\frac{1}{2}\left(1-e^{-\lambda t}\right)^{-x+q_{e}}-(x-q)\left(\frac{t}{2}-\log (\lambda t)\right)
$$

which tends to 0 as $t \rightarrow \infty$ uniformly in $x=q+1, q+2, \ldots$. That $P\left\{X_{t}=q\right\} \rightarrow 0$ is well-known.

To prove (b), we first prove that $\lambda^{*} \rightarrow \lambda$ a.s. $\lambda^{*}$ is defined as the solution of

$$
V_{t}^{-1}=\frac{S_{t}-q t}{\overline{\bar{X}}_{t}-q}=t f\left(\lambda^{*} t\right)=\frac{1}{\lambda^{*}}-\frac{t}{e^{\lambda^{*} t}-1}
$$

By Theorem 2.2, $V_{t} \rightarrow \lambda$ a.s. For fixed $\omega \notin$ the null set we may thus use Lemma 4.1 with $g(t)=\lambda^{*}$ and $c=\lambda$ to show that $\lambda^{*} \rightarrow \lambda$ a.s.

That $w^{*} \xrightarrow{P}$ w is proved applying (c) which is proved below.
(c) implies that

$$
t\left(\lambda^{*}-\lambda\right) \xrightarrow{P} 0
$$

as $t \rightarrow \infty$ and therefore, since $X_{t} e^{-\lambda t} \rightarrow w$ a.s. by Theorem 2.2 ,

$$
w^{*}=\frac{x_{t}-q}{e^{\lambda * t}-1}=\frac{x_{t}-q}{e^{\lambda t}} \frac{1}{e^{(\lambda *-\lambda) t}-e^{-\lambda t}} \rightarrow \stackrel{P}{\rightarrow} w
$$

Finally, to prove (c), we use Lemma 3.1 to conclude that $e^{\frac{\lambda t}{2}}\left(V_{t} / \lambda-1\right)$ is asymptotically normal $\left(0, w^{-1}\right) . \lambda^{*}$ is the solution of $V_{t}^{-1}=t f\left(\lambda^{*} t\right)$, so that

$$
\begin{aligned}
& e^{\frac{\lambda t}{2}}\left(\lambda^{*} / \lambda-1\right) \\
= & e^{\frac{\lambda t}{2}}\left(V_{t} / \lambda-1\right)+\frac{\lambda^{*}}{\lambda} \frac{\lambda^{*} t e^{\frac{\lambda t}{2}}}{e^{\lambda^{*} t}-1}\left(1-\frac{\lambda^{*} t}{e^{\lambda^{*} t}-1}\right)^{-1}
\end{aligned}
$$

In the last term, the first and the last factor converge towards one a.s. by results above. For the middle factor, we use (4.2) to show that for $\omega \notin N$ and targe

$$
\frac{\lambda^{*} t \mathrm{e}^{\frac{\lambda t}{2}}}{\mathrm{e}^{\lambda * t}-1}<\frac{\lambda t \mathrm{e}^{\frac{\lambda t}{2}}}{(1-\varepsilon)\left(\mathrm{e}^{\lambda \mathrm{t} /[(1+\varepsilon)(1+\delta)]}-1\right)} \rightarrow 0
$$

if $(1+\varepsilon)(1+\delta)<2$. It follows that the second term above converges to zero almost surely and hence in probability and the result therefore follows from Lemma 3.1. The last result follows in the same way as above.

Remark. In the estimation problem in Theorem 4.3, the statistic $X_{t}-q$ is sufficient for the parameter w. Furthermore, to any given value of the other parameter $\lambda$ and any given value $x$ of $X_{t}-q$ it is possible to find a w such that the distribution of $X_{t}-q$ has its mode at $x$. This property of $X_{t}-q$ which here (as will often be the case) sharpens the concept of sufficiency with respect to w, is called M-ancillarity with respect to $\lambda$ by Barndorff-Nielsen (1971). It is suggested to study inference problems regarding $\lambda$ in the conditional distribution given a statistic which is M-ancillary for $\lambda$.

This conditional distribution is identical for the conditional Poisson process and the original birth process by Theorem 3.2(b).

Theorem 4.3 For the problem of estimating $\lambda$ in the conditional distribution of $\left\{X_{u}, 0 \leq u \leq t\right\}$ given that $X_{t}=x$, the $1 i-$ kelihood function is

$$
L(\lambda)=\left(X_{t-q}\right)!\left[\lambda t /\left(1-e^{-\lambda t}\right)\right]^{x-q} e^{-\lambda\left(S_{t}-q t\right)} \quad 0<\lambda<\infty
$$

The 1 ikelihood equation $D \log L(\lambda)=0$ is equivalent to

$$
\frac{S_{t}-q t}{x-q}=\frac{1}{\lambda}-\frac{t}{e^{\lambda t}-1}=t f(\lambda t)
$$

This equation has one positive root $\bar{\lambda}$ for $2\left(S_{t}-q t\right)<(x-q) t$, and one non-positive root for $2\left(S_{t}-q t\right) \geqq(x-q) t$. The maximum likelihood estimator is given as $\frac{\bar{\lambda}}{}$ in the first case. In the second case the likelihood function does not attain its supremum within $(0, \infty)$. A straightforward extension of the parameter set to $[0, \infty)$ results in an estimator of 0 in the second case.

Proof. The likelihood function is obtained as in Theorem 3.1, using the negative binomial distribution of $X_{t}-q$ and the likelihood equation is easily derived.

It is seen that $\bar{\lambda}$ is formally identical to the estimator $\lambda^{*}$ studied above, replacing $X_{t}-q$ by the conditioned value $x-q$. The rest of the proof is then immediate.

Remark. The present results may also be discussed in the exponential family framework as given above. It may be shown that $Y$ is M-ancillary with respect to $K$ so that it is reasonable to draw inference concerning $K(=\lambda)$ in the conditional distribution given $Y\left(=X_{t}-q\right)$.

Remark. It is instructive to notice the intuitive significance of the condition $2\left(S_{t}-q t\right)<(x-q) t$ for a positive estimate of $\lambda$. Apart from the unavoidable contribution of $q t$ to the integral $S_{t}=\int_{0}^{t} X_{u} d u$, the integral has to be less than half of the rectangle with edges ( $0, q$ ) - ( $0, x$ ) and ( $0, q$ ) ( $t, q$ ). That is, the sample function must be "convex" in the sense just defined.

Theorem 4.4 For the estimation problem discussed in Theorem 4.3, as $t \rightarrow \infty$

$$
\begin{equation*}
P\left\{2\left(S_{t}-q t\right)<(x-q) t \mid X_{t}=x\right\} \rightarrow 1 \tag{a}
\end{equation*}
$$

uniformly in $x=q+1, q+2, \ldots$.
It follows that for $x>q$, the maximum likelihood estima-
tor $\bar{\lambda}$ will be positive a.s. as $t \rightarrow \infty$.
(b) If $t \rightarrow \infty$ and $x-q \rightarrow \infty$, such that $t(x-q)^{-1 / 2} \rightarrow 0$, $(x-q)^{1 / 2}[(\bar{\lambda} / \lambda)-1]$ wil1 be asymptotically normal $(0,1)$.

Proof. (a) is proved as Theorem 4.2(a) above. (b) is obtained by passing to the limit in the characteristic function given in Theorem 3.2(a).

## 5. Equidistant sampling

In Sections 3 and 4 we assumed that the complete history of the process was known from time 0 to time $t$. Assume now that the process is observed at the points $0, \tau, 2 \tau, \ldots, k_{\tau}=t, t h a t$ is, in the Sampling scheme $B$ in the Introduction. The observations then form a Galton-Watson process $Z_{n}=X_{n_{\tau}}$ with geometric offspring idstribution

$$
P\left\{Z_{1}=i \mid Z_{0}=1\right\}=e^{-\lambda \tau}\left(1-e^{-\lambda \tau}\right)^{i-1}
$$

$i=1,2, \ldots$, and $P\left\{Z_{1}=0 \mid Z_{0}=1\right\}=0$ as is wel1-known (Harris 1963). The moments of the offspring distribution are

$$
\begin{gathered}
E\left(Z_{1} \mid Z_{0}=1\right)=e^{\lambda \tau} \\
V\left(Z_{1} \mid Z_{0}=1\right)=e^{\lambda \tau}\left(e^{\lambda \tau}-1\right)
\end{gathered}
$$

By applying results for estimation of the offspring expectation in the Galton-Watson process (Harris 1948) or directly (Kendall 1949) we obtain

Theorem 5.1 The likelihood function is
and the maximum likelihood estimator is

$$
\tilde{\lambda}=\log \left(\frac{X_{\tau}+\cdots+X_{k \tau}}{X_{0}+\ldots+X_{(k-1) \tau}}\right)
$$

Theorem 5.2 As $k \rightarrow \infty$,
(a)

$$
\tilde{\lambda} \rightarrow \lambda \square \text { a.s. }
$$

(b)

$$
\tau\left(X_{0}+\ldots+X_{k \tau}\right)^{1 / 2}(\tilde{\lambda}-\lambda)
$$

is asymptotically normal ( $0,1-e^{-\lambda \tau}$ ).
(c)

$$
\tau\left[q\left(e^{\lambda(k+1) \tau}-1\right) e^{\lambda \tau}\right]^{1 / 2}\left(e^{\lambda \tau}-1\right)^{-1}(\tilde{\lambda}-\lambda)
$$

converges weakly towards a Student-distribution with 2 q d.f.

Proof. (a) follows from general results by Heyde (1970) on estimation in the Galton-Watson process.

To prove (b), we recall a result by Dion (1972, Théorème 3.2.1) for general Galton-Watson processes implying that if $\mathrm{X}_{\mathrm{O}}=\mathrm{q}=1$ (and the generalization to general q is immediate)

$$
\left(X_{0}+\ldots+X_{k \tau}\right)^{1 / 2} \frac{e^{\tilde{\lambda} \tau}-e^{\lambda \tau}}{\left[e^{\lambda \tau}\left(e^{\lambda \tau}-1\right)\right]^{1 / 2}}
$$

is asymptotically normal ( 0,1 ). By Taylor expansion

$$
\begin{aligned}
& \tau\left(X_{0}+\ldots+X_{k \tau}\right)^{1 / 2}(\tilde{\lambda}-\lambda) \\
= & \left(X_{0}+\ldots+X_{k \tau}\right)^{1 / 2} \frac{e^{\tilde{\lambda} \tau}-e^{\lambda \tau}}{e^{\lambda \tau}} \\
+ & \left(X_{0}+\ldots+X_{k \tau}\right)^{1 / 2} \frac{\left(e^{\tilde{\lambda} \tau}-e^{\lambda \tau}\right)^{2}}{2 \tau e^{2 \lambda \tau}}
\end{aligned}
$$

Since $X_{0}+\ldots+X_{k \tau} \rightarrow \infty$ a.s., the last term tends to zero in probability by the above result of Dion and the limiting distribution is obtained by another application of Dion's result.
(c) is proved in a similar way, applying Dion (1972, Théorème 3.2.2) and remarking that

$$
W=\lim _{k \rightarrow \infty} a \cdot s \cdot X_{k \tau} q^{-1} e^{-\lambda k \tau}
$$

is gamma-distributed $\left(q, q^{-1}\right)$ (cf. Theorem 2.1) so that the a-
symptotic distribution of

$$
\left(1+e^{\lambda \tau}+\ldots+e^{\lambda k \tau}\right)^{1 / 2} \frac{e^{\tilde{\lambda} \tau}-e^{\lambda \tau}}{\left[e^{\lambda \tau}\left(e^{\lambda \tau}-1\right)\right]^{1 / 2}}
$$

becomes the Student-distribution with 2 q d.f.
Remark. If $\tau \rightarrow 0, k \rightarrow \infty, k \tau \rightarrow t$, one should expect to obtain the results for permanent observation in [0,t]. In fact, Kendall (1949) used this idea to derive $\hat{\lambda}$. An examination of the Theorems of Section 3 and the present Section shows that this does hold true. We collect some of these results below.
(a) As $\tau \rightarrow 0, k \rightarrow \infty, k \tau \rightarrow t$,

$$
\tilde{\lambda}=\frac{1}{\tau} \log \frac{x_{\tau}+\ldots+x_{k \tau}}{x_{0}+\ldots+x_{(k-1) \tau}} \rightarrow \frac{x_{t}-x_{0}}{S_{t}}=\hat{\lambda} .
$$

(b) As $\tau \rightarrow 0, k \rightarrow \infty$, $t \rightarrow \infty, k \tau / t \rightarrow c>0$, the scale parameter

$$
s_{\lambda}^{\sim}=\tau\left[q\left(e^{\lambda(k+1) \tau}-1\right) e^{\lambda \tau}\right]^{1 / 2}\left(e^{\lambda \tau}-1\right)^{-1}
$$

of the asymptotic Student distribution of $\tilde{\lambda}$ (cf. Theorem 5.2 (c)) and the scale parameter

$$
s_{\hat{\lambda}}=e^{\frac{\lambda t}{2}} q^{1 / 2} \lambda^{-1}
$$

of the asymptotic Student-distribution of $\hat{\dot{\lambda}}$ (cf. Theorem 3.4 (a)) are asymptotically equal:

$$
\mathrm{s}_{\hat{\lambda}} / \mathrm{s}_{\hat{\lambda}} \rightarrow 1
$$

It is to be expected that this approximation scheme will work quite generally so that known results for discrete-time processes can be used to derive results for processes with continuous time.

A particularly simple case of equidistant sampling is that of $k=1$, that is, only $X_{t}$ is observed.

Theorem 5.3 The maximum likelihood estimator $X$ based on observation of $X_{t}$ only is given by

$$
\stackrel{v}{\lambda}=\frac{1}{t} \log \frac{x_{t}}{q} .
$$

As $\mathrm{t} \rightarrow \infty$,

$$
\stackrel{V}{t(\lambda-\lambda)} \rightarrow \log \text { W a.s., }
$$

where the distribution of $W$ is gamma ( $q, q^{-1}$ ) so that $E(\log W)=$ $\psi(q)-\log q$ andV $(\log W)=\psi^{\prime}(q) . \quad \psi$ is the digamma function $\psi(x)=$ D $\log \Gamma(x)$.

Proof. The form of the estimator is concluded from Theorem 5.l(a). The rest of the theorem is based on the a.s. convergence

$$
x_{t} q^{-1} e^{-\lambda t} \rightarrow W
$$

Notice that $\psi(q)-\log q<0$ but that $\psi(q)-\log q \rightarrow 0$ as $\mathrm{q} \rightarrow \infty$. In particular, $\psi(1)=-\gamma=-0.577$. Furthermore $q \psi^{\prime}(\mathrm{q})$ $\rightarrow 1$ as $\mathrm{q} \rightarrow \infty, \psi^{\prime}(1)=\pi^{2} / 6=1.645$.

Remark. As q $\rightarrow \infty$,

$$
q^{1 / 2}(\lambda-\lambda)
$$

is asymptotically normal $\left(0,\left(\frac{\sinh (\lambda \tau / 2)}{\lambda \tau / 2}\right)^{2} \frac{\lambda^{2}}{e^{\lambda \tau}-1}\right)$, and $q^{1 / 2}(\lambda-\lambda)$ is asymptotically normal with asymptotic variance given by the same expression, taking $\tau=t$.

This was derived by Kendall (1949) from standard asymptotic maximum likelihood theory, using the fact the each of the q ancestors at time 0 starts its own process.

The efficiency of equidistant sampling in comparison to permanent observation may be studied by comparing the rate of convergence of the estimator of $\lambda$ to the true parameter under the various asymptotic approximations considered. The results are easily obtained from the Theorems. We give some examples:
$\hat{\lambda}_{t}, \hat{\lambda}_{t}$ and $\tilde{\lambda}_{k \tau}$ are the maximum likelihood estimators from the birth process with $X_{0}=q$, based on complete observation in $[0, t]$, observation of $X_{t}$ alone, and sampling at $0, \tau, \ldots, k \tau$, respectively.
A. The efficiency of $\tilde{\lambda}_{k \tau}$ with respect to $\hat{\lambda}_{t}$, $t=; k_{0} \tau$ when $q \rightarrow \infty$ was given by Kendall (1949) for the birth process and by Sverdrup (1965) for the death process in the particular case $k=1, \tau=t$, that is, for $\lambda_{t}$. From Theorem 3.5 (b) and the Remark above the asymptotic efficiency is

$$
\mathrm{e}_{\mathrm{q}}(\tilde{\lambda}, \hat{\lambda})=\left[\frac{\lambda \tau}{2} / \sinh \left(\frac{\lambda \tau}{2}\right]^{2}\right.
$$

which is tabulated as a function of $\lambda \tau$ by Kendall and Sverdrup. Obviously the efficiency tends to 1 as $\lambda \tau \rightarrow 0$ and to 0 as $\lambda \tau \rightarrow \infty$.
B. As $t \rightarrow \infty$, the convergence rate of $\hat{\lambda}_{t}$ to $\lambda$ is expressed by the scale parameter in the asymptotic Student-distribution as

$$
\lambda e^{-(\lambda) / 2} q^{-1 / 2},
$$

cf. Theorem 3.4(a). In contrast, Theorem 5.3 tells that as $t \rightarrow{ }_{v}, t\left(\lambda_{t}-\lambda\right)$ converges, but not towards zero. It is seen that $\lambda_{t}$ is biased to the order of $t^{-1}$ and has asymptotic efficiency 0 as $t \rightarrow \infty$ compared to $\hat{\lambda}_{t}$.
C. The efficiency of $\tilde{\lambda}_{k \tau}$ with respect to $\hat{\lambda}_{t}$ for $t=k \cdot \tau$ and $k \rightarrow \infty$ is obtained from the asymptotic Student-distributions in Theorems 3.4(b) and 5.2(c) as

$$
e_{t}(\tilde{\lambda}, \hat{\lambda})=\left[\left(1-e^{-\lambda \tau}\right) / \lambda \tau\right]^{2}
$$

Some numerical values of $e_{q}$ and $e_{t}$ are given in $T a b l e$ 5.1. It is obvious that $e_{t}(\lambda, \lambda) \rightarrow 1$ as $\lambda \tau \rightarrow 0$ and $\rightarrow 0$ as $\lambda \tau \rightarrow \infty$.

Tab1e 5.1

Asymptotic Efficiency of Equidistant Sampling.

| $\lambda \tau$ | 0 | .02 | .1 | .2 | 1 | 2 | 4 | 6 | 8 | 10 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e_{q}(\tilde{\lambda}, \hat{\lambda})$ | 1 | 1.000 | .999 | .997 | .921 | .724 | .304 | .090 | .021 | .005 |
| $e_{\mathrm{t}}(\tilde{\lambda}, \hat{\lambda})$ | 1 | .980 | .906 | .822 | .400 | .187 | .060 | .028 | .016 | .010 |
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|  | For | Read |
| :---: | :---: | :---: |
|  |  |  |
| p. $2^{4}$ | $\lambda W$ | $\mathrm{q} \lambda \mathrm{W}$ |
| p. $2_{5}$ | W $\lambda$ | q $\mathrm{W} \lambda$ |
| p. $2_{4}$ | $=\mathrm{W}$ | $=\mathrm{qW}$ |
| p. $3^{5}$ | Proof. | Proof. $\mathrm{U}_{\mathrm{t}}=$ |
| p. $4^{8}$ | variable | variable $\mathrm{Y}_{\mathrm{t}}=$ |
| p. $5^{6}$ | ${ }^{\text {n }}$ | ${ }^{\text {t }}$ |
| p. $9^{9}$ | estimation | estimation of |
| p. $9^{13}$ | $\mathrm{X}_{\mathrm{t}-\mathrm{q}}=\mathrm{E}\left(\mathrm{X}_{\mathrm{t}-\mathrm{q}}\right)$ | $\mathrm{X}_{\mathrm{t}}-\mathrm{q}=\mathrm{E}\left(\mathrm{X}_{\mathrm{t}}-\mathrm{q}\right)$ |
| p. $13^{11}$ | Theorem 4.3 | Theorem 4.1 |
| p. $13{ }_{2}$ | $\mathrm{X}_{\mathrm{t}-\mathrm{q}}$ | $x-q$ |
| p. $15{ }_{5-7}$ |  |  |

