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1. Introduction and Summary 

We shall consider the imbedding problem for n x n stocha-

stic matrices. Such a matrix is called imbeddable if it can 

occur as transition probability matrix for a time continuous 

MaTkov process with n states. 

It 1S proved that any matrix which 1S 1n the interior of 

the set of imbeddable matrices admits a representation as a 

finite product of exponentials of extreme intensity matrices. 

Let <fJ denote the set of stochastic n x n matrices and ~ 
the set of n x n intensity matrices normalized such that trQ= 

-1, QE~ 

Let PEf, then P is imbeddable if there exist a null set 

N and a measurable function ~(o) [0,1] -+Qsuch that the so-

lution B(.) of the equation 

(1. 1) ~tP(t) = p(t)Q(t), t(N 

(1. 2) p(o) = I 

satisfies the condition 

(1. 3) P(l) = P. 

For a proof of this see [1] or [2]. 

Notice that ~ is a convex compact set and that the extre­

me point s (If (Q are char act eriz ed by the c ondi t i on that exact ly 

one off diagonal element is 1. 

We shall investigate the role of the extreme intensity-

matrices. If Q(t) = Q, then the solution to (1.1) and (1.2) 

1S 
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P (t) = e 
tQ 

which is called a Poisson matrix when Q is extreme, see [2]. 

LetJ"/denote the set of matrices which are finite products of 

Poisson matrices. 

It was proved ln [2] that ell- is denlse in ff!::.- In this pa-

per we shall investigate further proporties ofA. We can pro­

ve that exp tQEJ, QEintc:Q (CorollarY2:~), that It is starshaped 

( C orollary2.6 ), an d t hat int rI( c:. &' (The orem2.2) • 

The problem of representing an imbeddable matrix as a 

finite product of Poisson matrices is known as the Bang-Bang 

problem in control theory: one can reach P by switching ab-

strubtly between extreme controllers Q a finite number of ti-

mes. We therefore say that P admits a Bang-Bang representati-

on. 

The problem is also related to the representation of in-

finitely divisible and infinitely factorizable probability 

measures on finite semigroups, see [2] and in this sense the 

Bang-Bang problem is a generalization of the L~vy-Khinchin re-

presentation. 
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2. Main Results 

The basic tool we shall use lS a lemma which follows from 

the Bro'hlwer fixed-point theorem, see Lee and Markus [1] p.251. 

2. 1 Lemma. Let f be a continuous map from a compact convex 

setd?J having interior points in RN, into the space RN. Let 

Po be a point int erior t 0 .~. and as sume 

(2. 1) 11 f(P) - plI ~ 

for all PE· then the image f(e) covers PO' 

(2.2) 

where 

where 

(2.4) 

We shall apply this lemma to the compact convex set 

lB. = {p, I I P- I I I < 2€}, 
€ 

11 p-II I = sup.L.lp .. -0 .. [ = 2sup. (l-p .. ) 
l J lJ lJ l ll" 

Notice that 

&31 = {PI3(i,j) p .. = O}, 
lJ 

p .. 
II 

= I-It}. 

The function f lS defined by 

P .. Q •• 
f(P) = n e lJ lJ 

i=l=j 

where Q .. is the extreme intensity matrix with (i,j)'th ele­
lJ 
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ment equal to 1. The order in which the mUltiplication 1S 

performed will be fixed throughout. 

2. 2 Lemma. For any PEtG: we have 
E 

( 2. 6) 

Proof. Since 

we get 

P = I + Lp .. Q •• 
..... 1J 1J 
1"'J 

11 f(p)-PII 
p . . Q .. 

= I I n e 1J 1J - I -

i*j 
Lp . . Q •. I I • 

..... 1J 1J 
1 ... J 

Using an elementary inequality for products of exponentials, 

see [2] we get that 

since 

and 

11 f(p)-PII 
1 2 

< ~( L p .. 1 IQ .. I I) exp( L p .. 1 IQ .. I I) 
i*j 1J 1J i*j 1J 1J 

2( ) 2 2nE 
< nE e , 

IIQ. ·11 = 2,1 * j 1J 

L p .. = L. (l-p .. ) < n sup. (l-p .. ) < nE. 
. . 1J 1 11 1 11 
1*J 

The ma1n idea in uS1ng Lemma 2.1 1S now that from (2.6) 

it follows that the left-hand side of (2.1) decreases with E2, 

where as by keeping Po in the 

P tolBl ord02 , the right-hand 

interior Of~ and restricting 
E 

side of (2.1) will decrease with 

E and hence (2.1) will be satisfied for E sufficiently small. 



Let us define 

~(p) = {pIp·· > 
lJ 
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1 
p}, 0 < p < 

n 

2.3 Proposition. Let p be fixed, then for E sufficiently 

small, the matrix 

admits a representation of the form 

p .. Q .• 
n e lJ lJ 

i=l=j 

for some stochastic matrix P = (p .. ) such that III-PII < 2E. 
lJ 

Proof. Since 

lip -Ill = EIIR-III < 2dl-p) < 2E. o -

and Slnce Po is interior to~we have that Po E int~. 

(2.8) 

Now let PE~, and let p .. = 0, then 
lJ 

( 0 ) > I p .. -p. . I = E'r.. > Ep. 
lJ lJ lJ -

If PE~ and p .. = 1 - E, then we evaluate 
c. II 

(0 ) 
liP-Poll ~ Ip .. -p.. I II II 

= II-E-(l-E)-E'r .. 1 > Ep. II 

Let now E be chosen so small that 

(2.10) ( ) 2 2nE 
2 nE e < EP 

then we can combine (2.6), (2.8), (2.9), and (2.10) to see 

that Lemma 2.1 can be applied and that we can represent Po In 

the form f(P) for some PEtS. 
E 
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2.4 Corollary. 

Proof. Let us define the stochastic matrix R by 

then 

and 

where 

Q = R - I 

Rewriting this we obtain 

P = (l-tk-l)I + tk-l(R+kt-1B). 
k 

. 1. . . 
Now flx P = -2lnf. . r .. then p > 0 and for k sufflclently large 

l,J lJ 

Now choose k so large that Proposition 2.3 can be appli­

ed with E = tk- l • We then get the existence of a stochastic 

matrix p(k) such that 

P = k 

(k) 
p. . Q •• 

n e lJ lJ 

i=t=j 

It follows that 

(k) 
k ePiJ" QiJ·)k P = (p) = ( n 

k i=t=j 

which proves that P~ 
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Let now M be the matrix with entries -1 
n 

2.5 Corollary. 

(l-E)I + EME~ 0 < E < 1. 

Proof. We define 

Q = (M- I) (-In (1- s) ) 

then q .. > 0 and 
l.J 

e Q = (1- E ) I + EM 

and we can apply Corollary 2.4. 

2.6 Corollary. The setA-is starshaped around M. 

Proof. Let P&i'J.; then since,4..is a semlgroup we can apply Co-

rollary 2.5 and get that 

Pe(M-I)(-ln(l-s)) = (l-s)P +;:EM~ 0:s E < 1. 

We shall now prove that the interior of1f(has a Bang-Bang 

representation. The idea here is that the Bang-Bang matrices 

are dense in 1f(and that each such matrix P is followed be a 

small "cone shaped" region Pf(~) of Bang-Bang matrices which 
E 

point towards M. 

Hence any matrix Po in the interior of~will be surroun­

ded by Bang-Bang matrices and it is proved that one of these 

will be behind Po (as viewed from M) in such a way that its 

"cone" covers PO. 

Theorem. Any imbeddable matrix In the interior of ''i1'Ctas 

a representation as a finite product of expotentials of extre-
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me intensities or 

(2.11),-

Proof. From Proposition 2.3 it follows that for 0 < p < 

the open set 

(2.12) {pip = (l-a)I + aR, 0 < a < E, r 
ij 

> p} 

lS contained in~for E sufficiently small. 

Notice for PE~we have 

-1 
n 

Now fix Po E intmand consider the set of matrices inP 

from which Po can be reached by a matrix in'J(, 

It lS easily seen that 

&c{PIDet P > o} 

and since the function P lS continuous an~ is open 

it follows that 

lS open. 

Now let~e a neighbourhood of Po such that 

cJ[~ in t 1ft. 
Let et> > 0 chosen so small that 

then Po 1.S on the line segment from M to P_cp. Sinc e '.:;t,cont ains 
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the open line segment 

]1, (1-c::)1 + EM[ 

it follows that one can reach Po from P_~ using a matrix in~ 

for ~ sufficiently small. Hence 

Now the set~8 1S a non-empty open subset of int71land 

hence _e~t~ins 19.- !lla~ix: P1 fromA which was dense in1fC: But 

then we can reach PI using a Bang-Bang controller, since PIE 

and we can reach Po from PI using a Bang-Bang matrix from~, 

since Pl E(9. Hence PoE~S was to be proved. 
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