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O. Introduction 

In statistical analysis a frequently encountered situation ~s that of 

a hypothesis on the mean of n independent observations each coming from 

a k-dimensional normal distribution and all having the same unknown 

covar~ance. 

It is well known that if the hypothesis on the mean has the form ~ E Lk 

for some L c Rn and the dimension of L is small enough to allow for es

timation of the covariance, then the maximum likelihood estimator: for 

the mean and the covariance exists and is sufficient. 

We shall show that these hypotheses are canonical in the sense that if 

we demand existence and sufficiency of the maximum likelihood estimator 

then under very mild conditions the hypothesis on the mean must have the 

form ~ ELk. 

1. A lemma 

n k 
Let E = (R) be the space of all n x k-matrices and P the set of all po-

sitive definite k x k-matrices. L E P defines.aninner product on E by 

(x,y) \~ tr L x'y (1) 

and consequently for any subspace M S. E an orthogonal proj ection 

PL E ~ M. 

Lemma: If M is a subspace of E and PL' L E P,is the orthogonal projection 

on M with respect to the inner product defined by (1), then the following 

3 conditions are e.quivalent: 

1) pp L E P, is independent cif L. 

2) M has the form M k n L for some L .s:. R . 

3) xb E M fer aUx E M and for all' k x k~atrice$ 15. 
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Proof: Let 

J 1,2, ... , k. 

be the coordinate transformations, let M. be the image of M under q., 
J ] 

and let 

p. : Rn -4 M. 
J ] 

] 1,2, ... ,k 

be the orthogona1 projection with respect to the ordinary lnner product 

. n 
ln R , 

n 
(w,z) 1-+ L 

i=l 

1) '* 2). 

w. z .• 
l l 

Assume PL independent of L, e.g. we have 

p : E -4 M, 

such that 

tr L(X - px)'y 

Writing (2) coordinatwise glves 

k 

o Yy E M, YL E P (2) 

L 0J .. (q.x-q.px)'q.y + L 0 • • «q.x-q.px)'q.y + (q.x-q.px)'q.y»=O YyE~VL E P. 
J. =1 .] ]] ] .. l] ]] l l l ] 

l>] 

<=> 

- q.px)'q.y 
] ] 

o Yy E M ] = 1, ... ,k 

- q.px)'q.y + (q.x - q.px)'q.y = 0 Yy E L i=l, ... ,k j=l, ... ,k. ] l l l ] 

Now (3) lS equivalent to 

(q.x - q.px)'w 
] ] 

o Y w E M., 
] 

J = 1, ... ,k , 

(3) 

(4) 
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which implies 

q.px = p.q.x 
J J J 

Y x E E 

or 

q.p = p.q. 
J J J 

J 1, ... ,k. 

Hence 

Let wE M .. Since M is a product space we can take yE M, such that 
~ 

q.y = 0, q.y = w. With these values (4) gives 
J ~ 

(q.x - p.q.x)'w 
J J J 

which is equivalent to 

(z - p.z)'w 
J ° 

o Y x E E Y wE M. 
~ 

YwE M. ~ 
~ 

(5) 

.1 .1 
Now Pj is orthogonal projection on Mj' therefore (5) implies Mj = Mi 

which in turn implies M. ::::> M .. Since i and j are arbitrary we have 
~ - J 

2) ~ 3). 

(S")'-l k' Clearly xb E E and we have 
~J ~- ••• 

j=l . •. k 

q. (xb) 
~ 

k 
L 

j=l 
q. (x) S .. , 

J ~J 

which shows that qi(xb) ~s a linear combination of ql (x), ... ,qk(x). 

Hence q. (xb) E L, since q. (x) EL, j = 1, ... ,k. 
~ J 
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3) => 1) 

Take ~ E P. We will show that p~ lS orthogonal projection under the 

inner product (1) for any 2:0 E P. Take y E M, then 

tr ~-l ~~ -1 (x - p x)'y 
o ~ 

since by assumption y~-~ E M for yE M. 

Definition; A subspace MS E will be called canonical if M 
k L for 

L Rn. some S 

Take S a subset of E, 0 E S. The canonical span of S will be the smallest 

canonical subspace containing S and the canonical dimension of S will be 

the dimension of the canonical span of S. 

By a continuity argument we get the following~ 

Corollary: To prove a subspace M~ E canonical it lS enough to establish 
c the existence of apE n N ~ M, such that 

p (x) 
~ 

p(x) 
c 

yx E E n N , ~ E Q, 

where N S E has Lebesgue measure zero ,and Q is a subset of P dense 

in the norm defined by dist(~1,L2) = maxi cr .. (1)_ cr .. (2)1. 
lsisk lJ lJ 
lsj:5k 

p extended by linearity to E lS the canonical projection, l.e. orthogonal 

projection on M with respect to all ~ E P. 

2. Statement of the problem. 

Let S be a subset of E. For (~,~) E S x P the density 

~ ttr ~-l(x-O'(x-O 
~~,~(x) = (2TIdet~) e (6) 
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with respect to Lebesgue measure on E, defines a set of normal distribu
J::j.op.sp~ramet:eri;1:edbyS x P. 

It lS no loss of generality to assume 0 ES, since any problem S x P can 

be reduced to a problem of this type by a translation. 

If the set S is a canonical subspace of E we have for q 

canonical projection 

E -+ S the 

-1 
tr L (x-~)'(x-~) tr L-l(x-qx)' (x-qx)+trL-l(qx-O' (qx-O VIEP, V~ES, (7) 

hence, 

~~'L(x)=(2TIdetL) 

n 1 -1 . 1-1 
'2 '2trL (~""fJJX;)' (x-q x) - '2trL (q x-O ' (q x-O 

e 

If dim S ~ k(n-k) it lS well known (see Raop. 4.49) that the maXlmum 

likelihood estimator for (~,L) exists with probability 1 and is given by 

1\ 1\ 

(~ ,2:) (qx, 1 (x - qx)'(x - qx)) 
n 

It lS evident from (8) that the maXlmum likelihood estimator lS sufficient. 

It is,moreover, a surjection. 

3. The canonical hypothesis. 

We shall say that two problems parametrized by Slx P and S2 x P and both 

allowing for maximum likelihood estimation are equivalent if the two maxi

mum likelihood estimators are identical except on a set of Lebesgue measure 

zero. 

Definition: An estimation problem (~,L) E S x P will be called canonical 

if S £ E is a canonical subspace. 

(8) . 
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Now let S ~ E be any subset and consider the problem of estimating the 

mean and the covarLance in the class of normal distributions having den-

sity defined by (6), 

Theorem: Let the estimationproblem be gLven by (~,I:) E Sx P. If the 

canonical dimension of S is less than or equal to ken - k), then the 

problem is equivalent to a canonical one if the maximum likelihood esti

mator exists and is sufficient. 

Proof: Define 

l(~ ,I:) (x) - log (j)~ ,I: (x) . 

(In what follows N with varLOUS subscripts shall denote a subset of E 

having Lebesgue meausure zero.) 

If 

m 

LS the maXLmum likelihood estimator for (~,I:), then we have functions 

hand k such that 

l(~,I:)(x) = hex) + k(m(x),~,I:), x ~ N , , (9) 
~ ,"-

sLnce m by assumption LS sufficient. 

c 
Let ~,~' E S, I: E P and x,x' E E n (N~,I: U N~',I:) • 

It follows from (9) that 

m(x)=m(x') ~ l(~,I:)(x)-l(~,I:)(x')-l(~',I:)(x) + l(~',I:)(x') 0 

or 

m(x)=m(x') ~ trI:-l(x-~)'(x-~)-trI:-l(x'_~)'(x'-~)-trI:-l(x-~')'(x-~') 
-1 +trI: (x'-~')'(x'~~') 0 

or 

m(x) 
-1 

m(x') ~ tr I: (x-x')'(~-~') o (10) 
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Let M be the span of S, L the canonical span of Sand q 

canonical projection. 

We want to prove M = Land S = L a.s. 

E -+ L the 

Take I; l' ... , I;m to span M and let Q be any countable dense set ~n P. 

Define 

N is a null set. 

Take 

N U (N UNO,') . 1 I; . ,L: L 
I; i' ~= -m ~ 

L: E Q 

m': E -+ L x P 

x ~ (qx,l(x - qx)' (x - qx» 
n 

m' ~s a surjection, hence for x E E n NC the set 

S = {x' E E n NC I m(x) 
x 

m' (x')} 

We can therefor define the function 

p 

From 

x -+ qx' for x'E S 
x 

(qx,sx). 

n 1 -1 1 -1 
1 (I;,"L:) (x)= Zlog 2TT detL:+ ztrL: (x-qx)' (x-qx)+ ztrL: (qx-r;)' (qx-r;) (ll) 

it is seen that m' ~s maximum likelihood estimator for the problem 

(I;,L:) E L x p. 
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Since S x P £ L x P, we have 

m' (x) E S x P => m' (x) m(x) 

or 
q (x) E S => m' (x) m(x). 

Hence, x' E S => m(x) m'(x') m(x') . x 

Therefore,if x E E n NC , x' E S (l0) yields x 

-1 
trI: (x-x')'y o Vy E M, V2: E Q 

or 
-1 

tr (x-qx')'y = 0 Vy E M, VI: E Q, 

s1.nce M c L. Therefore 

-1 
trI: (x-px)'y o c 

Vx E E n N , Vy E M, V2: E Q, 

and from the corollary p4 it follows that M is canonical,e.g. M = L, and 

p extended by linearity is the canonical projection. Hence p = q. 

But the image of E n NC under p is contained in S, since x E E n NC and 

. c . 
x' E S => (qx' sx') = m(x) E S x P, e.g. px ES,Vx E E n N .Not1.ng that 

x ' 
P 1.S a projection and N 1.S a null set we can infer S L a.e. and m = m' 

except on a null set. L x P, however, is canonical which completes the 

proof. 

This result for the multivariate normal distribution is a special case 

of a general principle suggested to the author by Hans Br~ns. 
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