Solution. Assignment 6

We know that
2"+t +t?r =0 (t>0) (1)

has a power series solution of the forig(t) = >, , axt*, wherea,, = 0 for odd % and
k*ay + ap_o =0 2
for evenk > 2.

() Letag = 1. Then
i
n = 22 ()2

is valid forn = 0. Now (3) follows from (2) by induction:
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Qop = —

(b) LetB =4 ¢4 42 Since

d(In(t)z(t)) dx 1
— = ln(t)E(t) + gzv(t)

d
" M = ]n(t)dQ_x(t) + 2@(15) — lx(t)
dt? dt? t dt 12
we find
B(In(t)z(t))
d*(In(t)z(t)) | d(n(t)z(t))
& T
_ (ln(t)%(t) + %fl—‘f(t) - lx@)) Lt (ln(t)cé—f(t) + %x(t)) () ()

t2
= In(t) (tzdz—x(t) + td—x(t) + tzx(t)) + Zt@(t)

= t? + 2 In(t)x(t)

dt? dt dt
dx

= In(t) B(a(t)) + 26— (¢).

. dx
Hence if Bx = 0 andBy = —2t%,

B(In(t)x(t) +y(t)) = B(In(t)z(t)) + B(y(?))
— In(t) B(z(t)) + Qt%(zﬁ) - 2752—?(15) ~0

which shows thaln(¢)z + y solves (1).



(c) Letz(t) = Jo(t) = > poy axt” and

y(t)=> bt*,  By= —2t—
k=1

Assume that two termwise differentiations are allowed mghries for,. Then
dy -

d2
Eﬁ’ iy =3 (bek(k = 1) 4 bkt* £ ")
k=1

= i bkt + i br_ot".
k=1 k=3

Furthermore, as termwise differentiation is allowed inskedes forz,

dx >
— o = —2 kt*.
dt ; @

By the identity principle for power series we conclude that

By =t

b1 = —2&1 = 0, 4b2 = —4&2 =1

and
]{?2b1€ + bk_g = —Zkak. (k) 2 3)

Sinceb; = 0 anda;, = 0 for k£ odd, we find by induction thai, = 0 for all odd k.
(d) We now definé,, for & > 1 by b, = 0 for all odd &, by b, = ; and, recursively, by

bkfg + Qkak
=TT
for k > 4 even.
The inequality
1
bop| < —— 4
is valid forn = 1 sinceb, = i Forn > 1 we find
|b | _ bgn_g + 2(2n)a2n bgn_g 2(2n) _ bgn_g 1
an (2n)? ~1(2n)2|  227(n!)%(2n)? (2n)2| = 227(n!)?n
Assuming (4) withn replaced by forn — 1 we obtain
1 1 1 1 1

[bon] < ((n —1)N2(2n)? + 22n(nl)2n - 4(n!)? + 22n(nl)2n = (n!)2’

so we conclude by induction that (4) holds forall

It follows that the power series farhas infinite radius of convergence. Since termwise
differentiations are allowed in a power series, it followsnhi (c) thaty solves the in-
homogeneous equatiddy = —2tz’. As seen in (b), it follows thaln(¢).J, + y solves

D-



(e) Sincdn(t) — —oo, Jo(t) = Jo(0) = 1 andy(t) — y(0) = 0fort — 07, it follows that

(f)

In(t)Jo(t) + y(t) = —cc. (5)

The functions/y(t) andln(t).Jy(t) + y(t) are linearly independent, for if a linear com-
bination

c1Jo(t) + c2(In(t) Jo(t) + y(t)) (6)

is zero for allt > 0, then

lim cy(In(t) Jo(t) + y(t)) = — lim ¢ Jo(t) =0
t—0+ t—0t

and hence, = 0 since otherwise (5) would be contradicted. But then (6) iegalj = 0

sinceJ, # 0.

Since the space of maximal solutions is known to be a two-d#gio@al vector space, it
follows that the set of all linear combinations (6) compttise complete solution of (1)
on (0, co)

The transformationt — —t changes (1) to the same equation, buforE R | ¢t < 0}.
SinceJ, andy are even functions df the complete solution on this set is given by (6)
with In(t) replaced byn [¢].



