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Abstract

Classification of C*-algebras has been an active area of research in math-
ematics for at least half a century.

In this thesis, we consider classification results related to the class of
crossed product C*-algebras. We investigate the ideal structure of the re-
duced crossed product C*-algebra and in particular we determine sufficient
− and in some cases also necessary − conditions for A to separate the ideals
in A⋊rG. When A separates the ideals in A⋊rG, then there is a one-to-one
correspondence between the ideals in A ⋊r G and the invariant ideals in A.
We extend the concept of topological freeness and present a generalization
of the Rokhlin property. Exactness properties of the underlying dynamical
systems turns out to be crucial in these investigations.

When imposing properties that ensure A separates the ideals in A ⋊r G
we are able to show that the crossed product A⋊r G is purely infinite if and
only if the non-zero positive elements in A are properly infinite viewed as
elements in A⋊r G − in the case A is separable and has the ideal properly.
As an application of this result we show that for a particular class of crossed
products, where a discrete group G acts in a particular way on the Cantor set
X, the C*-algebra C(X) ⋊r G is purely infinite if and only if it is traceless.



Resumé

Klassifikation af C*-algebraer have været et aktivt omr̊ade indenfor forskning
indenfor matematik i mindst et halvt århundrede.

I denne afhandling fokuserer vi p̊a klassifikations resultater relateret til
krydsprodukt C*-algebraer. Vi undersøger idealstrukturen af den reducerede
krydsprodukt C*-algebra og finder tilstrækkelige − og i nogle tilfælde ogs̊a
nødvendige − betingelser for at A adskiller idealer i A ⋊r G. N̊ar A adskil-
ler idealer i A ⋊r G, s̊a der er en en-til-en korrespondance mellem idealer
i A ⋊r G og invariante idealer i A. Vi udvider begrebet topologisk frihed
og præsenter en generalisering af Rokhlin egenskaben. Eksakthed egenskaber
ved de underliggende dynamiske systemer viser sig at være afgørende i disse
undersøgelser.

Ved indførelse af egenskaber der sikrer at A adskiller idealer i A⋊r G er
vi i stand til at vise, at et krydsprodukt A⋊rG er rent uendelig, hvis og kun
hvis de positive elementer forskellig fra nul i A er egentlig uendelige set som
elementer i A ⋊r G − forudsat at A er separabel og har ideal egenskaben.
Som en anvendelse af dette resultat viser vi, at for en bestemt klasse af
krydsprodukter, hvor en diskret gruppe G virker p̊a en passende m̊ade p̊a
Cantor mængden X, er C*-algebraen C(X) ⋊r G rent uendelig, hvis og kun
hvis den er sporløs.
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Outline

The dissertation intends to present the most interesting results by the author
in a combined and coherent way. We have decided to incorporate the three
manuscripts [54, 55, 56] as a integrated part of the thesis. Many details have
been added in order to make the dissertation more easily readable. Other
parts are still left as an exercise. We encourage everyone to take their time
to work out the omitted details.

Chapter 1 gives a short introduction to the notation and some of the basic
definitions. Chapter 2 outlines the most prominent work concerning crossed
products, including the author’s own work carried out under supervision of
Prof. Mikael Rørdam. The last parts of the chapter sketch out some of the
naturally occurring examples of separable, simple, nuclear, purely infinite
C*-algebras associated with transformation groups. Chapter 3 recaps the
work made with the help of Prof. Eberhard Kirchberg on ideal structures
of reduced crossed products. This work is essentially contained in [55], to
be published in Münster Journal of Mathematics. Chapter 4-5 contains re-
sults related to pure infiniteness of crossed product C*-algebras. In the last
chapter we try to relate pure infiniteness to lack of traces.
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Chapter 1

Introduction

In this chapter we will introduce some basic framework for the study of
reduced crossed product.

1.1 Notation

We generally follow the notation conventions of [61] and [9], except for a few
exceptions. For example, we usually do not emphasize the action of a group
G on a C*-algebra A and denote a C*-dynamical system by (A,G). We will
make this more precise shortly.

Let e denote the unit of a group. Let M(A) denote the multiplier algebra
of a C*-algebra A. Let A+ and Asa be the the positive cone of A and the
set of selfadjoint elements in A. All homomorphisms between C*-algebras
are assumed to be ∗-preserving, and ideals in C*-algebras are always closed
and two-sided. Unless otherwise stated, a representation of a C*-algebra on
a Hilbert space is presumed to be nondegenerate, and our Hilbert spaces are
all complex. Let I(A) denote the set of ideals in a C*-algebra A and let
IdealA[S], or simply Ideal[S], be the smallest ideal in A generated by S ⊆ A.

Fix now a C*-dynamical system (A,G) with G discrete. Let A ⋊r G
(resp. A ⋊ G) denote the reduced (resp. the full) crossed product. Recall
that A ⊆ Cc(G,A) ⊆ A ⋊r G in a canonical way. Elements in Cc(G,A) will
be written as sums

∑
t∈G atut, where only finite many at’s are non-zero, and

where ut is, in a canonical way, a unitary element in M(A⋊rG). Let I(A)G

denote the set of all invariant (or more precisely all G-invariant) ideals in A
and let IdealA[S]G, or simply Ideal[S]G, be the smallest invariant ideal in A
generated by S ⊆ A.

For a topological space X denote the collection of open sets by τX , the
Borel sets of X by B(X), and the power set of X by P(X).
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1.2 Full and reduced crossed product

Let G be a discrete group and A a C*-algebra. An action of G on A is a
group homomorphism from G into Aut(A) — the group of automorphisms
on A. The action is denoted by a dot in the following way

t → (a 7→ t.a), t ∈ G, a ∈ A.

A C*-dynamical system (A,G) consist of a discrete group G, a C*-algebra
A and an action of G on A. For a C*-dynamical system (A,G) with G
discrete1 let Cc(G,A) be the linear span of finitely supported functions on
G with values in A. A typical element a in Cc(G,A) is written as a sum
a =

∑
t∈G atut, where only finitely many at’s are non-zero.

One equips Cc(G,A) with a ∗-operation and a twisted product, in such
a way that the action becomes ”inner”. By this we mean that t.a = utau

∗
t

for every t ∈ G, a ∈ A. More precisely we have the following product and
∗-operation

ab =
∑

s,t∈G

at(t.bs)uts, a
∗ =

∑

t∈G

(t−1.a∗t )ut−1 , a =
∑

t∈G

atut, b =
∑

s∈G

bsus.

Fix a C*-dynamical system (A,G) with G discrete. A covariant represen-
tation (π, u,H) of (A,G) consist of a unitary representation u : G→ B(H) of
G and a representation π : A→ B(H) of A such that u(t)π(a)u(t)∗ = π(t.a)
for every t ∈ G and a ∈ A. For a covariant representation (π, u,H) let π× u
denote the associated representation of Cc(G,A) on H .

The full C*-algebra norm2 on Cc(G,A) is given by

‖ · ‖ = sup ‖(π × u)(·)‖,

where the supremum is taken over all3 covariant representations (π, u,H)
of (A,G). The full crossed product, denoted A ⋊ G, is the completion of
Cc(G,A) with respect to the full C*-algebra norm.

The reduced C*-algebra norm on Cc(G,A) is given by

‖ · ‖λ = ‖π̃ × λ(·)‖B(H ),

1We decided to emphasize the discreteness of G throughout the manuscript in order to
remove any possible doubt regarding this fact.

2We will see in a moment why this is a C*-algebra norm and not just a semi-norm.
3The definition of the full C*-algebra norm is taken from [61, Lemma 2.27]. Note that

D. Williams allows π to be degenerate. We only consider nondegenerate representations of
C*-algebras. Hence our definition only includes nondegenerate representations of A. This
however does not change the norm, cf. [61, Lemma 2.31].
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where the regular representation π̃ × λ : Cc(G,A) → B(H ) is the represen-
tation associated to the covariant representation (π̃, λ,H ) given by

π̃(a)δt,ξ = δt,π(t−1.a)ξ, λ(s)δt,ξ = δst,ξ, a ∈ A, s, t ∈ G, ξ ∈ H

where π : A → B(H) is any faithful representation, H = l2(G,H) and
δt,ξ ∈ H is the map s 7→ δt,sξ ∈ H (δt,s is the Kronecker delta). In this
way π̃ × λ becomes faithful, cf. [61, Lemma 2.26]. The reduced C*-algebra
norm does not depend on the choice of the faithful representation π, cf. [9,
Proposition 4.1.5].

The reduced crossed product, denoted A⋊rG, is the completion of Cc(G,A)
with respect to the reduced C*-algebra norm. The inclusion of G into the
group of unitaries in M(A⋊rG) allows us to consider ut, t ∈ G as an unitary
element in M(A⋊r G), cf. [61, Proposition 2.34].

Let (π, u,H) be a covariant representation of a C*-dynamical system
(A,G) with G discrete. Then π×u extends to a representation π⋊u of A⋊G
on H . The map sending (π, u,H) into π ⋊ u is a one-to-one correspondence
between covariant representations of (A,G) and representations of A⋊G, cf.
[61, Proposition 2.40].

Let us proof a few results to give the reader a better understanding of
some of the well known results about crossed product C*-algebras.

Lemma 1.2.1. Let (A,G) be a C*-dynamical system with G discrete. Then

(i) The map a 7→ aue defines a canonical inclusion of A in A⋊r G (cf. [9,
Proposition 4.1.7])

(ii) The map E : Cc(G,A) → A :
∑

t∈G atut 7→ ae extends by continuity
to a faithful positive conditional expectation E : A ⋊r G → A (cf. [9,
Proposition 4.1.9]). Sometimes one write EA instead of E

(iii) For every I ∈ I(A)G the natural maps ι and ρ in the short exact se-
quence

0 // I
ι

// A
ρ

// A/I // 0 (1.2.1)

extends, in a canonical way (see how in the proof), to maps ι⋊r id and
ρ⋊r id at the level of reduced crossed products. We obtain the following
commutative diagram (cf. [61, Remark 7.14])

0 // I ⋊r G
ι⋊rid

//

EI

��

A⋊r G
ρ⋊rid

//

EA

��

A/I ⋊r G //

EA/I

��

0

0 // I
ι

// A
ρ

// A/I // 0

(1.2.2)
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Proof. (i) By the definition of the regular representation we obtain that

‖aue‖2
λ ≥ sup

‖ξ‖=1

‖π̃ × λ(aue)δe,ξ‖2
H = sup

‖ξ‖=1

‖δe,π(a)ξ‖2
H

= sup
‖ξ‖=1

‖π(a)ξ‖2
H = ‖a‖2

‖aue‖2
λ = sup

‖η‖=1

‖π̃ × λ(aue)η‖2
H

= sup
‖η‖=1

‖π̃ × λ(aue)
∑

t∈G

δt,η(t)‖2
H

= sup
‖η‖=1

‖
∑

t∈G

δt,π(t−1.a)η(t)‖2
H = sup

‖η‖=1

∑

t∈G

‖π(t−1.a)η(t)‖2
H

≤ ‖a‖2 sup
‖η‖=1

∑

t∈G

‖η(t)‖2
H = ‖a‖2

for every a ∈ A. We obtain an isometric homomorphism A→ A⋊r G : a 7→
aue.

(ii) Fix a =
∑

t∈G atut ∈ Cc(G,A), ξ ∈ H , s ∈ G and the contrac-
tions Vs : H → H : ξ 7→ δs,ξ and V ∗

s : H → H : η 7→ η(s). From V ∗
e (π̃ ×

λ)(atut)Veξ = V ∗
e π̃(at)δt,ξ = δt(e)π(at)ξ = π(E(atut))ξ we obtain that

π(E(b)) = V ∗
e (π̃ × λ)(b)Ve, ‖E(b)‖ ≤ ‖b‖λ b ∈ Cc(G,A),

Since E(aa∗) =
∑

t∈G ata
∗
t the map E is a positive conditional expectation on

Cc(G,A) and extends by continuity to a map with the same properties (since
A+ is closed in A). From the equality s.E(a) = E(usau

∗
s) and continuity of

E it follows that the conditional expectation is equivariant (sometimes also
called G-equivariant), i.e.,

t.E(b) = E(utbu
∗
t ), t ∈ G, b ∈ A⋊r G.

Fix now b ∈ A⋊r G with E(b∗b) = 0. By the equivariance of E we have that
E(u∗sb

∗bus) = 0. Since λ(us)Ve = Vs we obtain the equality T := V ∗
s (π̃ ×

λ)(b∗b)Vs = 0. From ‖(π̃ × λ)(b)δs,ξ‖2 = 〈(π̃ × λ)(b∗b)Vsξ, Vsξ〉 = 〈Tξ, ξ〉 = 0
we conclude that ‖b‖λ = 0.

(iii) Given I ∈ I(A)G. Recall π̃ × λ from the proof of (i). As the
map π|I : I → B(H) is faithful it defines the reduced C∗-norm on Cc(G, I),
implying that the isometric map defined by

(Cc(G, I), ‖π̃|I × λ(·)‖) → (A⋊r G, ‖π̃ × λ(·)‖) : aus 7→ aus

extends to the inclusion map ι⋊r id : I ⋊r G→ A⋊r G.

8



For a faithful representation ϕ : A/I → B(H ′) and the quotient map
ρ : A→ A/I we obtain that the map defined by

(Cc(G,A), ‖π̃ × λ(·)‖) → (A/I ⋊r G, ‖ϕ̃× λ(·)‖) : aus 7→ (a+ I)us

is norm decreasing from the following calculation

‖
∑

t∈G

(at + I)ut‖λ = ‖(ϕ̃× λ)(
∑

t∈G

(at + I)ut)‖ = ‖(̃ϕ ◦ ρ) × λ(
∑

t∈G

atut)‖

≤ ‖(ϕ̃ ◦ ρ× λ) ⊕ (π̃ × λ)(
∑

t∈G

atut)‖

= ‖(ϕ ◦ ρ⊕ π)̃ × λ(
∑

t∈F

atut)‖ = ‖
∑

t∈G

atut‖λ.

We used here that the regular representations (ϕ ◦ ρ ⊕ π)̃ × λ and (ϕ̃ ◦ ρ ×
λ)⊕(π̃×λ) are canonically unitary equivalent and that (ϕ◦ρ)⊕π is faithful.
Hence one can extend the map by continuity to ρ⋊r id : A⋊rG→ A/I⋊rG.
The diagram commutes on a dense subset and all the maps are continuous
giving a commutative diagram.

With I ∈ I(A)G one has the identities

I ⋊r G = IdealA⋊rG[I], (I ⋊r G) ∩ A = I = EA(I ⋊r G),

and for J ∈ I(A⋊r G) it follows that J ∩ A ∈ I(A)G is a subset of EA(J).
Recall that a discrete group G is exact provided the associated reduced

group C*-algebra C∗
r (G) is exact. The sequence in diagram (1.2.2) at the level

of reduced crossed products is short exact provided that ker(ρ⋊r id) ⊆ I⋊rG.
This inclusion does not hold in general, but does hold when G is exact, cf.
[33]. More about this later on. For a more thorough introduction to crossed
products we refer to [9, 61].

1.3 Transformation group

A discrete group G acts on the left of a set X if there is a map

(s, x) 7→ s.x (1.3.1)

from G×X to X such that for all s, t ∈ G and x ∈ X

e.x = x, s.(t.x) = (st).x

9



In the case X is a locally compact Hausdorff space and the map in (1.3.1) is
continuous from G×X to X then the pair (X,G) is called a transformation
group.

Let (X,G) be a transformation group with G discrete. Then for each t ∈
G the map x 7→ t.x is a homeomorphism of X. We obtain a homomorphism
G→ Aut(C0(X)) defined by

(t.f)(x) := f(t−1.x), t ∈ G, x ∈ X.

In this way every transformation group (X,G) give raise to a C*-dynamical
system (C0(X), G). Conversely if (C0(X), G) is a C*-dynamical system with
G discrete and X locally compact Hausdorff space then G has an action on
X which makes (X,G) into a transformation group fulfilling that (t.f)(x) =
f(t−1.x), cf. [61, Proposition 2.7].

1.4 The spectrum and the primitive ideal space

Suppose that A is a C*-algebra. A subset S of A is described as primitive
ideal if S is the kernel of some irreducible representation π : A 7→ B(H), i.e.

S = ker π, π(A)′ = C1B(H).

This implies that S is an ideal in A, and S 6= A (since A = ker π ⇒ π = 0).
Let Prim(A) be the set of all primitive ideals in A. Given any subset S of
A, the hull h(S) of S is defined by

h(S) := {P ∈ Prim(A) : S ⊆ P}.

When considering the family {h(S) : S ⊆ A} as all the closed subsets of
Prim(A) we obtain the Jacobson topology on Prim(A). For S ⊆ Prim(A) we
have that S = h(∩S), where ∩S is the intersection of all elements in S. With
this topology Prim(A) is called the primitive ideal space. The primitive ideal
space is a T0-space.

Lemma 1.4.1. Given a C*-algebra A. There is a one-to-one correspondence
between ideals in A and open subsets of Prim(A) given by

I 7→ h(I)c = {P ∈ Prim(A) : I * P}, I ∈ I(A).

Proof. Surjectivity: It is easy to see that h({0})c = ∅ and h(A)c = Prim(A).
Let U be an open subset of Prim(A), U 6= Prim(A). Then S := U c is non-
empty closed subset of Prim(A) and I := ∩S is an ideal in A. We obtain
that

h(I) = h(∩S) = S = S, h(I)c = U.
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Injectivity: With proper ideals I1, I2 ∈ I(A) we have, cf. [29, p. 791], that

I1 6= I2 ⇒ ∩h(I1) = I1 6= I2 = ∩h(I2) ⇒ h(I1) 6= h(I2)

I1 6= A ⇒ 0 ∈ I1 = ∩h(I1) ⇒ h(I1) 6= ∅ = h(A).

Note that h(S1)
c ⊆ h(S2)

c for S1 ⊆ S2 ⊆ A.

Given a C*-algebra A. The spectrum of A, denoted by Â, is the set of
unitary equivalence classes of irreducible representations equipped with the
(not necessarily separated) topology induced be the natural surjection onto
Prim(A).

Lemma 1.4.2. Given a C*-algebra A. A subset of Â is open if and only if
it has the form

{[π] ∈ Â : I * ker π},
for some I ∈ I(A).

Proof. Let ϕ : Â → Prim(A) be given by ϕ([π]) = ker π. By an application
of Lemma 1.4.1 together with the identity

ϕ−1({P ∈ Prim(A) : I * P}) = {[π] ∈ Â : I * ker π},

valid for any I ∈ I(A) we are done.

Let (A,G) be a C*-dynamical system with G discrete. Recall that the

action of G on Â is defined by t.[π] := [π ◦ (t−1.)] for every t ∈ G, [π] ∈ Â.
By [61, Proposition 2.8] the map [π] 7→ t.[π] is an homeomorphism.

Lemma 1.4.3. Given an invariant ideal I in a C*-algebra A. The canonical

map ψ : Â/I → F := {[π] ∈ Â : I ⊆ ker π} is a equivariant homeomorphism.

Proof. The map ψ is given by [π] 7→ [π◦ρ], where ρ : A→ A/I is the quotient

map. Define ϕ : F → Â/I by ϕ([π]) = [a+ I 7→ π(a)]. From the calculation

ψ(ϕ([π]))(a) = (ϕ([π]) ◦ ρ)(a) = [a 7→ π(a)](a) = [π](a) [π] ∈ F, a ∈ A

ϕ(ψ([π]))(a+I) = ϕ([π◦ρ])(a+I) = [π◦ρ](a) = [π](a+I) [π] ∈ Â/I, a ∈ A

we obtain that ψ is bijective. Since I is invariant the identity

t.(ψ([π]))(a) = t.[π ◦ ρ](a) = [π ◦ ρ ◦ (t−1.)](a) = [π](t−1.a + I)

ψ(t.[π])(a) = ψ([π ◦ (t−1.)])(a) = [π ◦ (t−1.) ◦ ρ](a) = [π](t−1.a+ t−1.I)
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gives that ψ is equivariant. Further let U be an open subset of Â/I. Find an

ideal J ∈ I(A/I) such that U = {π ∈ Â/I : J * ker π} and define the ideal
J0 := ρ−1(J) ∈ I(A) fulfilling that ρ(J0) = J . From

ψ(U) = {[π ◦ ρ] ∈ Â : J * ker π} = {[π ◦ ρ] ∈ Â : J0 * ker(π ◦ ρ)}
= {[π̃] ∈ Â : J0 * ker π̃)} ∩ ψ(Â/I) = {[π̃] ∈ Â : J0 * ker π̃)} ∩ F

(where we use that J ⊆ ker π ⇔ π(J) = (π ◦ ρ)(J0) = 0 ⇔ J0 ⊆ ker(π ◦ ρ))
we obtain that ψ is open and continues.

1.5 Properly and purely infinite C*-algebras

Let A be a C*-algebra and let a, b be positive elements in A. Write a - b
if there exists a sequence (rn) in A such that r∗nbrn → a, and write a ∼ b
if there exist r ∈ A such that r∗r = a and rr∗ = b. More generally for
a ∈ Mn(A)+ and b ∈ Mm(A)+ write a - b if there exist a sequence (rn) in
Mm,n(A) with r∗nbrn → a and write a ∼ b if there exist r ∈ Mm,n(A) such
that r∗r = a and rr∗ = b. For a ∈ Mn(A) and b ∈ Mm(A) let a ⊕ b denote
the element diag(a, b) ∈Mn+m(A).

For a positive element a in a C*-algebra A and ǫ > 0, let (a− ǫ)+ be the
positive part of the self-adjoint element a − ǫ · 1 where 1 is the unit of the
unitization of A. Equivalently, (a− ǫ)+ = fǫ(a), where fǫ : R+ → R+ is given
by fǫ(t) = max{t− ǫ, 0}. For the spectrum of a ∈ A write σ(a).

A positive element a i a C*-algebra A is called infinite if there exist a
non-zero positive element b in A such that a ⊕ b - a. If a is non-zero and
if a ⊕ a - a, then a is said to be properly infinite. If we only consider
projections in A the notion introduced here is equivalent to the classical
definition of infinite and properly infinite projections, cf. [31, p. 642-643]. A
unital C*-algebra is said to be infinite, respectively properly infinite, if the
unit of A has this property.

A C*-algebra is said to be purely infinite if there are no characters on A
and if for every pair of positive elements a, b in A such that b ∈ IdealA[a] one
has b - a. It was shown in [31, Theorem 4.16] by Kirchberg and Rørdam
that a C*-algebra A is purely infinite if and only if every non-zero positive
element a in A is properly infinite.
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Chapter 2

Properties of crossed products

This chapter focuses on some of our first work related to reduced crossed
products. Most of the results are contained in [54]. We have improved the
work on non-amenable groups in [56] and included the result here.

2.1 Simplicity

A C*-algebra is simple if it does not contain any non-trivial ideals. One
necessary condition for A⋊r G to be simple, is the minimality of the action
of G on A, meaning that A does not contain any non-trivial invariant ideals.
Indeed if I is a non-trivial invariant ideal in a C*-algebra A, then I ⋊r G is
a non-trivial ideal in A ⋊r G (containing I and not equal to A ⋊r G since
I ⋊r G ∩ A = I 6= A = A⋊r G ∩ A).

Recall that a discrete group G is called amenable if the associated re-
duced group C*-algebra C∗

r (G) is nuclear, cf. [9, Theorem 2.6.8]. Given a
transformation group (G,X) with G discrete. The isotropy group of x ∈ X
(also called the stabilizer subgroup) is the set of all elements in G that fix
x. The action of G on X is said to be free if every point in X has trivial
isotropy and minimal if every G-orbit Ox := {t.x : t ∈ G} is dense in X. For
an abelian C*-algebra A the action of a discrete group G on A is minimal if
and only if the action of G on Â is minimal.

We will in the following present several sufficient conditions for simplicity.
Some of the first results go back to work of E. Effros and F. Hahn in the
1960’s, cf. [17, Theorem 5.16]. They showed that a countable amenable
group G acting minimally and freely on a compact Hausdorff space X gives
a simple crossed product C(X) ⋊r G. We will return to this result later on.
Zeller-Meier made some generalizations in the non-commutative case. We
refer to his work [62] from 1968.

13



A group G is called a Powers group if for any finite F ⊆ G \ {e} and
n ∈ N there exist subsets D,E ⊆ G and t1, . . . , tn ∈ G such that

(i) tD∩D = ∅, t ∈ F, (ii) tjE∩tkE = ∅, j 6= k, (iii) E∪D = G,E∩D = ∅.

An example of a Powers group is the free non-abelian group on n generators
Fn. Powers showed that C∗

r (Fn) is simple. Harpe and Skandalis extended
this in [16, Theorem 1]. They proved that for any C*-dynamical system
(A,G) with a unital C*-algebra A and a Powers group G, the reduced crossed
product A ⋊r G is simple provided that the action on A is minimal. They
ask the following

Question 2.1.1. Given a simple unital C*-algebra A and a group G such that
C∗
r (G) is simple, is it true that the reduced crossed product A⋊rG is simple?

When the action is trivial, one has that A⋊rG ∼= A⊗C∗
r (G), thus giving

a partial answer to the question of Harpe and Skandalis, cf. [59]. For other
examples we refer to [16].

In [39, Theorem 6.5] it was shown that for an abelian group G the C*-
algebra A⋊r G is simple if and only if the action is minimal and the Connes
spectrum of the action equals the whole dual group of G. We omit the
definition of Connes spectrum.

Recall that an automorphism α of A is called properly outer if for any
non-zero α-invariant ideal I in A (meaning that I ∈ I(A) and α(I) = I)
and any inner automorphism β of I, ‖α|I − β‖ = 2, cf. [18]. Let (A,G) be a
C*-dynamical system with G discrete. The action, say α, of G on A is called
properly outer if αt is properly outer for every t 6= e, cf. [40]. It was shown
by Elliott in [18, Theorem 3.2] that A⋊r G is simple, provided that A is an
AF-algebra (i.e. approximately finite dimensional, cf. [48]) and the action is
minimal and properly outer.

The properly outerness condition does not imply a one-to-one correspon-
dence between the invariant ideals in A and the ideals in A ⋊r G. Elliot
showed this by example in [18, p. 309]. He considered the group Z2 act-
ing on the C*-algebra generated by the characteristic functions of half-open
intervals [a, b[ in Z2 with lexicographical order.

Recall that for any automorphism β of a C*-algebra A one can define the
dual action β̂ : T → Aut(A ⋊r Z) is such a way that β̂λ(a) =

∑
t∈Z λ

tatut
for a =

∑
t∈Z atut ∈ Cc(Z, A). We refer to [43, Proposition 7.8.3] for details.

The the strong Connes spectrum T̂(β) is then defined to be

T̂(β) := {λ ∈ T : β̂λ(I) = I for any primitive ideal I in A⋊r Z}.
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Kishimoto showed in [34, Theorem 3.1] the simplicity of A ⋊r G provided
that the action, say α, of G on A is minimal and that the strong Connes
spectrum T̂(αt) does not equal 1 for any t 6= e.

Archbold and Spielberg generalized in [3] the result of Elliot by introduc-
ing topological freeness. For a C*-dynamical system (A,G) the action on A is

called topologically free if ∩t∈F{x ∈ Â : t.x 6= x} is dense in Â for any finite
subset F ⊆ G \ {e}. They showed that if the action on A is minimal and
topologically free, then A⋊r G is simple. For a C*-dynamical system (A,G)
with A abelian and G discrete, the notion of topological freeness and proper
outerness coincide. In the case when A is separable, Kishimito’s condition
implies topological freeness, which further implies proper outerness, cf. [3,
p. 122].

It is known that the full crossed product A ⋊ G is simple if and only if
the action on A is minimal, topologically free and regular , i.e. the canonical
surjection πA : A ⋊ G → A ⋊r G is injective. Here we present a simple
proof of this fact when considering the full crossed product associated with a
transformation group (X,G). The main idea is a reformulation of topological
freeness. The first part of the proof is partially motivated by [30, Theorem
4.1]. We have, however, shortened the proof by using properties of definite
states (see [28] for the definition).

Lemma 2.1.2. Consider a transformation group (X,G) with G discrete. Let
Iπ be the kernel of the canonical surjection π : C0(X) ⋊ G → C0(X) ⋊r G.
The action of G on C0(X) is topologically free if and only if

∀I ∈ I(C0(X) ⋊G) : C0(X) ∩ I = 0 ⇒ I ⊆ Iπ

Proof. ’⇒’ Fix a ∈ I+, ǫ > 0 and x ∈ X. Define f := E(π(a)), where
E := EC0(X) ◦π is the canonical conditional expectation on B := C0(X)⋊G.
Find b =

∑
t∈F btut ∈ Cc(G,C0(X))+ such that ‖a − b‖ < ǫ and define

g := E(π(b)). Using the continuity of f , find an open non-empty set U ⊆ X
such that

|f(x) − f(z)| < ǫ, z ∈ U.

As α is topologically free, ∪t∈F\{e}{x ∈ X : t.x = x} has empty interior and
hence does not contain U . Therefore we can find y ∈ U such that

t.y 6= y, t ∈ F \ {e}.

As C0(X) ∩ I = 0, each element in C0(X) + I has a unique decomposition
of the form h + i with h ∈ C0(X) and i ∈ I. The map ϕ(h + i) = h(y)
(h ∈ C0(X), i ∈ I) is a state on C0(X)+ I and extends to a state ϕ : B → C.
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Using that ϕ is a definite state with respect to elements in C0(X), cf. [28,
Exercise 4.6.16], it follows that

ϕ(i) = 0, ϕ(h) = h(y), ϕ(hut) = 0, i ∈ I, h ∈ C0(X), t ∈ F \ {e}.
The last equality follows from the following consideration: Fix t ∈ F \ {e}.
By Urysohn’s Lemma there exist k ∈ C0(X)+ such that k(t−1.y) 6= k(y). By
[28, Exercise 4.6.16] (since utk = (t.k)ut) we obtain that ϕ(ut) = 0 from

k(t−1.y)ϕ(ut) = ϕ((t.k)ut) = ϕ(utk) = ϕ(ut)k(y).

Consequently,

ϕ(a) = 0, |ϕ(a) − ϕ(b)| < ǫ, ϕ(b) = ϕ(be) = g(y), |g(y)− f(y)| < ǫ,

implying that |f(x)| < 3ǫ. One now has that f = E(π(a)) = 0. Since E is
faithful, it follows that a ∈ Iπ.

’⇐’ [3, Theorem 2] For a given x ∈ X let (δt.x)t∈G be an orthonormal
basis for Hx = l2(G.x). Define a covariant representation (Ux, πx, Hx) by

πx(f)(δt.x) = f(t.x)δt.x, Ux(r)(δt.x) = δrt.x, f ∈ C0(X), t, r ∈ G.

The universal property of B gives a representation πx ⋊ Ux : B → B(Hx)
extending πx×Ux. With I =

⋂
x∈X ker πx ⋊Ux it follows that C0(X)∩ I = 0

(as πx ⋊ Ux(f)δe.x = f(x)δe.x) and hence I ⊆ Iπ.
Assuming α is not topologically free set Vt := {y ∈ X : t.y 6= y}. If every

Vt, t 6= e is dense in X the action is topologically free. Hence one can find
s 6= e such that Vs 6= ∅ and let f be a non-zero function with support in the
complement of Vs. For T = πx ⋊ Ux(f − fus) ∈ B(Hx) any t ∈ G we obtain

t.x ∈ supp f ⇒ st.x = t.x ⇒ Tδt.x = f(t.x)δt.x − f(st.x)fδst.x = 0

t.x /∈ supp f ⇒ st.x /∈ supp f ⇒ Tδt.x = f(t.x)δt.x − f(st.x)fδst.x = 0

Hence T = 0. As x ∈ X was arbitrary f − fus ∈ I ⊆ Iπ giving that
f = E(f − fus) = EC0(X)(π(f − fus)) = EC0(X)(0) = 0. This contradicts
f 6= 0.

Corollary 2.1.3 (Archbold and Spielberg). Consider a transformation group
(X,G) with G discrete. The full crossed product C0(X) ⋊G is simple if and
only if the action is minimal, topologically free and regular.

Proof. ’⇐’ Regularity implies Iπ = 0. Assuming I ∈ I(B), I 6= 0 the topo-
logical freeness gives that C0(X)∩ I is an non-zero invariant ideal in C0(X).
By minimality we conclude that C0(X) ∩ I = C0(X). Hence I = B.

’⇒’ Assuming that B is simple one gets minimality as before. Regularity
follows from considering Iπ ∈ I(B) and it is now obvious that for every
I ∈ I(B), C0(X) ∩ I = 0 one has I = 0, giving the topological freeness.
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Remark 2.1.4. For (X,G) with G countable amenable and X compact it
was shown in [17, Theorem 5.16] that the primitive ideal space and the set
X/G of (the closure of) G-orbits in X are in a natural way homeomorphic,
provided the action is free.

Using this result of Effros-Hahn one can, by combining [17, Theorem 5.2]
and [29, Theorem 3.4.1, Exercise 10.5.82], show the existence of a one-to-one
correspondence between the invariant ideals in A and the ideals in A ⋊r G.
We here give a different and rather simple proof of this fact in the case of a
transformation group using exactness instead of amenability.

Theorem 2.1.5. Consider a transformation group (X,G) with G discrete.
If G is exact and the action is free, then the map I 7→ I∩C0(X) is a bijection
between the ideals in C0(X) ⋊r G and the invariant ideals in C0(X).

Proof. Set B := C0(X) ⋊r G and fix x ∈ B+. We have that

(i) freeness implies E(x) ∈ I[x], (ii) exactness implies x ∈ I[E(x)].

First we prove (i): First we use the one-to-one correspondence between ideals
in C0(X) and closed sets in X. As I[x]∩C0(X) is an invariant ideal in C0(X),
there exist a closed set F ⊆ X such that

IF := {f ∈ C0(X) : f |F = 0} = I[x] ∩ C0(X).

Set f = E(x). Assuming f /∈ IF take y ∈ F such that ǫ = |f(y)| > 0.
Since C0(X) ∩ I[x] = IF we can define a map ϕ : C0(X) + I[x] → C by
ϕ(h + i) = h(y) (h ∈ C0(X), i ∈ I[x]). As ϕ is a state on C0(X) + I[x] it
extends to a state ϕ : B → C. Since ϕ is a definite state with respect to
elements in C0(X), cf. [28, Exercise 4.6.16]) it follows (using freeness) that

ϕ(i) = 0, ϕ(h) = h(y), ϕ(hut) = 0, i ∈ I[x], h ∈ C0(X), t ∈ G \ {e}.

Find b =
∑

t∈F ′ btut ∈ Cc(G,C0(X))+ such that ‖b− x‖ < ǫ
2
. We now get a

contradiction from

|f(y)| ≤ |f(y) − ϕ(b)| + |ϕ(b) − 0| = |E(x− b)(y)| + |ϕ(b− x)| < ǫ = |f(y)|.

Hence f ∈ IF , impying that E(x) ∈ I[x].
Now we prove (ii): Given x ∈ B+. Set I = I[E(x)] ∩ C0(X). As G is

exact we obtain the following commuting diagram

0 // I ⋊r G //

��

B //

��

C0(X)/I ⋊r G //

��

0

0 // I // C0(X) // C0(X)/I // 0
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where both sequences are short exact, cf. [33]. Using the diagram on x ∈ B,
with the condition that E(x) ∈ I, it follows that x ∈ I ⋊r G. As I[E(x)] ∩
C0(X) is the smallest G-invariant ideal in C0(X) containing E(x), one has
that I[E(x)] = I ⋊r G. Therefore x ∈ I[E(x)].

As mentioned before the map I → I ∩C0(X), I ∈ I(B) is surjective. We
now show injectivity. For I, J ∈ I(B) with I ∩ C0(X) = J ∩ C0(X) it is by
symmetry enough to show J+ ⊆ I. With x ∈ J+ we have, by (i), that

E(x) ∈ I[x] ⊆ J

implying that E(x) ∈ J ∩ C0(X) = I ∩ C0(X). Using (ii) we conclude that
x ∈ I[E(x)] ⊆ I.

Remark 2.1.6. We have been able to extend Theorem 2.1.5 to crossed prod-
ucts A⋊r G where A is an arbitrary C*-algebra, cf. Theorem 3.3.7. This is
done i a way that extends the work of Archbold and Spielberg (who showed
that a minimal and topologically free action of a discrete group G on a C*-
algebra A gives a simple reduced crossed product A⋊r G).

Remark 2.1.7. We now show by an example that the freeness condition in
Theorem 2.1.5 can not be replaced by topological freeness if we want the
theorem to remain valid. To see this, consider the short exact sequence

0 // I
ι

// A
ϕ

// B // 0

where A = C(T), I = {f ∈ A : f |{−1} = 0}, B = C, ι is the inclusion map
and ϕ the evaluation map f 7→ f(−1). Let α : Z → Aut(A) be an arbitrary
topologically free action on A with a fix point in −1. From the universal
property we get the commuting diagram

0 // I ⋊ Z
ι⋊id

//

EI

��

A⋊ Z
ϕ⋊id

//

EA

��

B ⋊ Z //

EB

��

0

0 // I
ι

// A
ϕ

// B // 0

Identifying B ⋊ Z ∼= C∗(Z) ∼= C(Ẑ) = C(T) we can find J1, J2 ∈ I(C(T))
such that

J1 6= C(T), J2 6= C(T), J1 6= J2.

With Ki = (ϕ ⋊ id)−1(Ji) ∈ I(A ⋊ Z) (i = 1, 2) one can show, using the
diagram, that

K1 ∩ A = I, K2 ∩ A = I, K1 6= K2.

This implies that the map I → I ∩C(T) associated with the transformation
group (T,Z), where the action is topologically free action but has a fix point
in −1, is not injective.
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2.2 Nuclearity

A C*-algebra A is nuclear if for each C*-algebra B there is a unique C*-norm
on the algebraic tensor product A⊙B. Among others, all abelian C*-algebras
and the AF-algebras are nuclear. Nuclearity plays an significant role in the
classification program. We refer to [47] for a review.

Let (A,G) be a C*-dynamical system with A unital. The action (of G
on A) is called amenable if there exist a net of functions (Ti)i∈I in Cc(G,A),
such that

(i) Ti(t) is positive and commutes with A for all i ∈ I, t ∈ G,

(ii) 〈Ti, Ti〉 = 1A, i ∈ I,

(iii) ‖usTi − Ti‖2 → 0, s ∈ G,

where 〈·, ·〉, ‖ · ‖2 is defined, cf. [9, p.107], by

〈S, T 〉 =
∑

S(t)∗T (t) ∈ A, ‖S‖2 = ‖〈S, S〉‖1/2, S, T ∈ Cc(G,A).

In the case when A is nuclear it follows that A ⋊r G (and A ⋊ G) becomes
nuclear provided the action is amenable, cf. [9, Th.4.3.4]. For a transforma-
tion group (X,G) with X compact it was shown in [2] that one also has the
converse implication.

Theorem 2.2.1 (Anantharaman-Delaroche). Let (X,G) be a transformation
group with G discrete and X compact. Then the following properties are
equivalent:

(i) The C*-algebra C(X) ⋊r G is nuclear.

(ii) The action of G on C(X) is amenable.

(iii) There exists a net of continuous maps mi : X → Prob(G)1 such that

lim
i

(sup
x∈X

‖s.mx
i −ms.x

i ‖1) = 0, s ∈ G,

where s.mx
i (t) = mx

i (s
−1t) (t ∈ G).

1By definition, Prob(G) is the set of probability measures on G which we identify
with the set of positive, norm one elements in l1(G). Continuity means with respect to
the restriction of the weak-∗ topology on l1(G). In other words, m : X → Prob(G) is
continuous if and only if for each convergent net xi → x ∈ X we have mxi(t) → mx(t) for
all t ∈ G
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(iv) For any C*-algebra A with a equivariant embedding of C(X) into the
center of A, we have A⋊G ∼= A⋊r G.

Proof. We refer to [9, Th. 4.4.3] for the proof.

Theorem 2.2.1 (i) ⇔ (ii) relates nuclearity of the crossed product with
amenability. The most know definition of an action being amenable is stated
in condition (iii). This formulation gives an easy way to relate the amenabil-
ity of a group and amenability of an action. Let us remind the reader about
this relation.

Lemma 2.2.2. Given a transformation group (X,G) with G countable and
X compact. If G is amenable then the action of G on X is amenable.

Proof. Write G = {t1, t2, . . . }. Amenability of G implies that G admits an
approximate invariant mean, cf. [9, Definition 2.6.3]. Hence for any finite
F ⊆ G and ǫ > 0 there exists µ ∈ Prob(G) such that

max
s∈F

‖s.µ− µ‖1 < ǫ.

For i ∈ N find µi ∈ Prob(G) such that maxs∈{t1,...,ti} ‖s.µi−µi‖1 < 1/i. With
mx
i = µi, x ∈ X the sequence (mi) fulfills the property (ii) in Theorem 2.2.1.

Hence the action af G on C(X) is amenable.

Finally we se, from the implication (ii) ⇒ (iv) in Theorem 2.2.1, that
amenability of an action (ofG onA) implies A⋊G ∼= A⋊rG. This observation
can be slightly strengthen.

Definition 2.2.3. Let (A,G) be a C*-dynamical system. We say that the
action (of G on A) is exact if every invariant ideal I in A induces a short
exact sequence

0 // I ⋊r G
ι⋊r id

// A⋊r G
ρ⋊r id

// A/I ⋊r G // 0

at the level of reduced crossed products.

Proposition 2.2.4. Let (A,G) be a C*-dynamical system with G discrete.
The action is regular and exact if and only if the action on any quotient
A/I, I ∈ I(A)G is regular.

In particular if A is unital and abelian then amenability of the action
implies that the action is regular and exact.
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Proof. Fix I ∈ I(A)G. We have the commuting diagram

0 // I ⋊G
ι⋊id

//

πI

��

A⋊G
ρ⋊id

//

πA

��

A/I ⋊G //

πA/I

��

0

0 // I ⋊r G
ι⋊rid

// A⋊r G
ρ⋊r id

// A/I ⋊r G // 0

,

where we will suppress the inclusion maps ι⋊r id and ι⋊ id.
’⇐’. By regularity of the action on A/I the map πA/I is injective. We

claim that ker(ρ ⋊r id) ⊆ I ⋊r G. To see this fix a ∈ A ⋊r G such that
ρ⋊r id(a) = 0. Find b ∈ A⋊G such that πA(b) = a. From

πA/I(ρ⋊ id(b)) = ρ⋊r id(πA(b)) = ρ⋊r id(a) = 0

we have that b ∈ ker(ρ⋊ id) = I ⋊G. Hence a = πA(b) = πI(b) ∈ I ⋊r G.
’⇒’. We show that πA/I is injective. Fix a ∈ A/I⋊G such that πA/I(a) =

0. Find b ∈ A⋊G such that (ρ⋊ id)(b) = a. From

ρ⋊r id(πA(b)) = πA/I(ρ⋊ id(b)) = πA/I(a) = 0

we have that πA(b) ∈ ker(ρ ⋊r id) = I ⋊r G = πI(I ⋊ G). Find i ∈ I ⋊ G
such that πA(b) = πI(i). As πI(i) = πA(i) and πA is injective we conclude
that i = b and hence that a = ρ⋊r id(b) = ρ⋊r id(i) = 0.

Suppose that A is unital and abelian and the action ofG onA is amenable.
By [9, Exercise 4.4.3] the action of G on A/I, I ∈ I(A)G is amenable. In
particular the action on of G on A/I, I ∈ I(A)G is regular. To see this fix
I ∈ I(A)G, set B := A/I and consider an element x ∈ B ⋊ G such that
πB(x) = 0 and ǫ > 0. Find y ∈ Cc(G,B) such that ‖x − y‖ < ǫ/3. Using
the proof of [9, Theorem 4.2.4] there exist a contractive completely positive
linear map ϕ : A⋊r G→ A⋊G such that ‖y − ϕ(πB(y))‖ < ǫ/3. By

‖x‖ = ‖x− y‖ + ‖y − ϕ(πB(y))‖ + ‖ϕ(πB(y)) − ϕ(πB(x))‖ < ǫ,

we conclude that x = 0. This imply that the action of G on A/I is regular.
By the observation above we have that the action of G on A is regular and
exact.

Question 2.2.5. Does regularity of an action imply exactness?

2.3 Proper infiniteness

A projection p in a C*-algebra A is infinite if it is equivalent to a proper sub-
projection of itself. If p has mutually orthogonal sub-projections q1 and q2
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such that p ∼ q1 ∼ q2, then p is said to be properly infinite. This definitions
is equivalent to the one mentioned in the introduction, cf. [31, p. 642-643].
Recall that a unital C*-algebra A is said to be infinite, respectively, properly
infinite, if the unit of A has this property.

It was shown in [51] that there exists a unital, simple, nuclear and sepa-
rable C∗-algebra D containing a finite and infinite projection p, q. Using [48,
Exercise 4.7-4.9] it follows that A = qDq is properly infinite, but not purely
infinite. One may consider the following

Question 2.3.1. Given a C∗-dynamical system (A,G) with G discrete, when
is the crossed product A⋊r G (properly) infinite?

Let (X,G) be a transformation group with G discrete. Recall the action
of G on X is called a local boundary action is for every non-empty open set
Y ⊆ X there exist an open set ∆ ⊆ Y and t ∈ G, such that t.∆̄ ( ∆, cf.
[36, Definition 6].

For A abelian Laca and Spielberg obtained a way to find infinite pro-
jections in hereditary sub-C*-algebras of A⋊r G. They showed in [36] that
for a transformation group (X,G) with G discrete every non-zero hereditary
sub-C*-algebra in C0(X) ⋊r G contains an infinite projection if the action of
G on C0(X) is topologically free and the action of G on X is a local boundary
action. In [1] a similar result was obtained independently by Ananthraman-
Delaroche.

The notion of a local boundary action suggest a way to ensure infiniteness
of crossed products. It turns out that for a transformation group (X,G) with
G discrete and X compact one has the implication

∃∆ ⊆ X, t ∈ G : ∆ is open and t.∆̄ ( ∆ ⇒ C(X) ⋊r G is infinite

We found an easy proof of this implication by showing an even more gen-
eral result. First we present three equivalent formulations of the condition
implying that C(X) ⋊r G is infinite.

Lemma 2.3.2. Given a transformation group (X,G) with G discrete. The
following conditions are equivalent

(1) There exists an open subset ∆ ⊆ X and t ∈ G such that

t.∆̄ ( ∆.

(2) There exist open subsets U1, U2 ⊆ X and elements t1, t2 ∈ G such that

U1 ∪ U2 = X, t1.U1 ∩ t2.U2 = ∅, t1.Ū1 ∪ t2.Ū2 6= X.
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(3) There exist open subsets U1, U2 ⊆ X and elements t1, t2 ∈ G such that

U1 ∪ U2 = X, t1.U1 ∩ t2.U2 = ∅, t1.U1 ∪ t2.U2 6= X.

Proof. For any S ⊆ X and t ∈ G we have that t.Sc = (t.S)c (since X =
t.S ∪ t.Sc), where Sc denotes the complement of S.

(1) ⇒ (2). Set

U1 = ∆, U2 = t.(∆̄c), t1 = t2, t2 = t−1.

Using t.∆̄ ( ∆ we obtain

U c
1 = ∆c ⊆ (t.∆̄)c = t.(∆̄c) = U2 ⇒ U1 ∪ U2 = X

t2.U2 = ∆̄c ⊆ ∆c ⇒ t2.Ū2 ⊆ ∆c, t1.U1 = t2.∆ ⊆ t.∆̄ ( ∆ ⇒ t1.Ū1 ( ∆.

It is now evident that property (2) holds.
(2) ⇒ (3). Trivial.
(3) ⇒ (1). Set ∆ := U1 and t := t−1

2 t1. We have that t1.Ū1 ⊆ (t2.U1)
c

and U c
2 ⊆ U1 giving that

t.∆̄ = t−1
2 t1.Ū1 ⊆ t−1

2 .(t2.U2)
c = U c

2 ⊆ U1 = ∆

If t.∆̄ = ∆ then t1.Ū1 = t2.U1 and Ū1 = U1. This implies that t2.U2 ∪ t1.U1 =
t2.(U2 ∪ U1) = X — contradiction.

The last formulation (3) in Lemma 2.3.2 can be generalized in the follow-
ing way.

Definition 2.3.3. Given a transformation group (X,G) with G discrete, The
action is called n-paradoxical if there exist open subsets U1, U2 . . . , Un ⊆ X
and elements t1, t2, . . . , tn ∈ G such that2

n⋃

i=1

Ui = X,
n⊔

i=1

ti.Ui ( X, tk.Uk ∩ tl.Ul = ∅ (k 6= l)

We now prove that it is sufficient to assume that the action is n-paradoxical
to get a infinite crossed product.

Theorem 2.3.4. Given a transformation group (X,G) with G discrete and
X compact. If the action is n-paradoxical for some n ∈ N, then C(X) ⋊r G
is infinite.

2We use
⊔

to emphasize the union is disjoint.
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Proof. As X is compact and Hausdorff let h1, . . . , hn denote a partition of
unity on X subordinate to the cover U1, . . . , Un, cf. [52, Th.2.12]. With

v =
n∑

i=1

utih
1/2
i ,

we have that

v∗v =

n∑

i,j=1

h
1/2
i u∗tiutjh

1/2
j =

n∑

i=1

h
1/2
i u∗tiutih

1/2
i = 1,

using that for k 6= l in {1,. . . ,n} (as t. supp(f) = supp(t.f), f ∈ C(X), t ∈ G)
we obtain

tk.Uk ∩ tl.Ul = ∅ ⇒ tk. supp(h
1/2
k ) ∩ tl. supp(h

1/2
l ) = ∅ ⇒ h

1/2
k u∗tkutlh

1/2
l = 0.

We now show that vv∗ 6= 1. Find x ∈ X such that x /∈ ∪ni=1ti.Ui and define
Φx : C(X) ⋊r G→ C as

Φx(a) = (E(a))(x), a ∈ C(X) ⋊r G,

where E denotes the conditional expectation E : C(X)⋊rG→ C(X). From

vv∗ =
n∑

i,j=1

utjh
1/2
j h

1/2
i u∗ti =

n∑

i,j=1

tj .(h
1/2
j h

1/2
i )utju

∗
ti

it follows that

E(vv∗) =
n∑

i=1

E(ti.(h
1/2
i h

1/2
i )utiu

∗
ti
) =

n∑

i=1

ti.hi, Φx(vv
∗) =

n∑

i=1

hi(t
−1
i .x).

For i = 1, . . . , n we know that x /∈ ti.Ui. This implies that t−1
i .x /∈ Ui and

hi(t
−1
i .x) = 0. Hence vv∗ 6= 1 from

Φx(1) = 1, Φx(vv
∗) =

n∑

i=1

hi(t
−1
i x) = 0.

Thus C(X) ⋊r G is infinite.

There are several examples of transformation groups with a n-paradoxical
action. Recall that for a discrete group G there is a natural transformation
group (βG,G) coming from the isomorphism C(βG) ∼= l∞(G), where βG is
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the Stone-Čech compactification of G. The left multiplication of G extends
uniquely to an action of G on βG.

The crossed product C(βG) ⋊r G is properly infinite if and only if G is
non-amenable (cf. Theorem 2.5.1). Hence one would expect that the action
of a non-amenable group G on βG is n-paradoxical. This is indeed the case
(cf. Theorem 2.5.1 or [60, Theorem 10.11]).

Note that G does not have to be non-amenable in order to induce a n-
paradoxical action. To see this just apply G = Z on the following

Theorem 2.3.5. Given a free product G = G1 ∗ · · · ∗Gn of non-trivial cyclic
groups, with n ≥ 1 and |G| = ∞, then the action of G on βG is 2-paradoxical.

Proof. Using the same idea as Wagon, who considered the free group of two
generators, cf. [60, Th.1.2], find V1, V2, U1, U2 ⊆ G and t1, t2 ∈ G such that

Vj = tj .Uj (j = 1, 2), V1 ∩ V2 = ∅, U1 ∪ U2 = G, V1 ∪ V2 6= G.

We leave this as an exercise. From [38, Th. 3.1] the projections 1V1
, 1V2

, 1U1

and 1U2
in l∞(G) can be uniquely extended to continuous functions on βG.

The uniqueness asserts that these maps are projections and hence they take
the value one on some clopen sets Ṽ1, Ṽ2, Ũ1, Ũ2 ⊆ βG and the value zero
elsewhere. It is easy to show that

Ṽj = tj .Ũj (j = 1, 2), Ṽ1 ∩ Ṽ2 = ∅, Ũ1 ∪ Ũ2 = βG, Ṽ1 ∪ Ṽ2 6= βG,

implying the action of G on βG is 2-paradoxical.

As an example we demonstrate that (βG,G), for G = Z2 ∗ Z3, has a
2-paradoxical action. We will use a drawing as a proof. As mentioned it is
sufficient to find subsets V1, V2, U1, U2 in G and elements t1, t2 in G such that

Vj = tj .Uj (j = 1, 2), V1 ∩ V2 = ∅, U1 ∪ U2 = G, V1 ∪ V2 6= G.

Each triangle in Figure 2.1 corresponds to a unique element in G = Z2 ∗ Z3.
These triangles are disjoint and make up the whole unit disk (forgetting the
triangle boundary). In this way G tessellate the unit disk. The set V1 and
V2 corresponds to the red (lower) and blue (upper) part of the tessellation
(left disk). After translation (right disk) they cover the whole disk, with the
green area (third quadrant) being the intersection U1 ∩ U2. Thus the action
of G on βG is 2-paradoxical.

Let us now consider how to construct a properly infinite reduced crossed
product.
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Figure 2.1: The action of Z2 ∗ Z3 on its Stone-Čech compactification is 2-
paradoxical.

One way to approach this problem is by using a result of Kirchberg and
Rørdam. They showed in [31, Th.3.14] that 1A is properly infinite if and
only if 1A + I is infinite in A/I for every I ∈ I(A), I 6= A. This reduces the
problem to understanding the ideal structure of the crossed product. One
could for example consider the case when the action is free and the group is
exact, cf. Theorem 2.1.5.

There is another condition implying that the reduced crossed product as-
sociated with a transformation group is properly infinite. For f, g ∈ C(X)+,
with X compact Hausdorff, we have that

supp f ⊆ supp g ⇔ f - g.

In order to ensure that the projections in C(X) are properly infinite (relative
to C(X) ⋊r G) it seems natural to consider a kind of duplication of subsets
of X by the action of G on X:

Definition 2.3.6. Given a discrete transformation group (X,G) with G
discrete and a family E of subsets of X. A non-empty set V ⊆ X is called
E-paradoxical if there exist non-empty subsets V1, V2, . . . , Vn+m ∈ E of V and
elements t1, t2, . . . , tn+m in G such that

n⋃

i=1

Vi =

n+m⋃

i=n+1

Vi = V,

n+m⊔

i=1

ti.Vi ⊆ V, tk.Vk ∩ tl.Vl = ∅ (k 6= l)
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Recall that for a topological space X the family of open sets of X is
denoted by τX . The following Lemma shows that there is — in some sense
— a rather close connection between paradoxical sets and properly infinite
projections.

Lemma 2.3.7. Let (A,G) be a C*-dynamical system with A = C0(X) abelian
and G discrete. Suppose that U is a compact open subset of X. Consider the
properties

(i) U is τX-paradoxical,

(ii) ∃x, y ∈ Cc(G,A
+) : x∗x = y∗y = 1U , xx

∗⊥yy∗ ≤ 1U ,

(iii) ∃x, y ∈ A⋊r G : x∗x = y∗y = 1U , xx
∗⊥yy∗ ≤ 1U ,

(iv) 1U is properly infinite in A⋊r G.

Then
(i) ⇔ (ii) ⇒ (iii) ⇔ (iv).

Proof. (i) ⇒ (ii). Let (Vi, ti)
n+m
i=1 be the subsets of U and elements in G that

make U τX -paradoxical. One can assume that the n elements t1, . . . , tn are
different. (Otherwise make appropriate unions among of the sets V1, . . . , Vn
if they are transformed by the same element in G). Define Vti := Vi for every
i ∈ {1, . . . , n} and F := {t1, . . . , tn}. Find a partition of unity (ht)t∈F for U
relative to the open cover (Vt)t∈F . With

x =
∑

t∈F

uth
1/2
t ,

we have that

x∗x =
n∑

t,s∈F

h
1/2
t u∗tush

1/2
s =

∑

t∈F

h
1/2
t u∗tuth

1/2
t =

∑

t∈F

ht = 1U ,

using that for s 6= t ∈ F (this notation includes that s ∈ F ) we have that

s.Vs∩t.Vt = ∅ and hence h
1/2
t u∗tush

1/2
s = 0 (as in the proof of Theorem 2.3.4).

We also have that

1Uxx
∗1U =

∑

t,s∈F

1Uuth
1/2
t h1/2

s u∗s1U =
∑

t,s∈F

uth
1/2
t h1/2

s u∗s = xx∗,

since the identity supp t.h
1/2
t = t. supph

1/2
t ⊆ t.Vt ⊆ U implies that 1Uuth

1/2
t =

1U t.h
1/2
t ut = t.h

1/2
t ut = uth

1/2
t . We conclude that xx∗ ≤ 1U .
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Using that (Vi)
n+m
i=n+1 is an open cover of U we can construct y =

∑
s∈F ′ usg

1/2
s

using the same method. We get that xx∗⊥yy∗ from the equality

x∗y =
∑

t∈F,s∈F ′

h
1/2
t u∗tusg

1/2
s =

∑

t∈F,s∈F ′

u∗t t.h
1/2
t s.g1/2

s us = 0.

(ii) ⇒ (i) From (ii) we have that x =
∑

t∈F uth
1/2
t and y =

∑
t∈F ′ usg

1/2
s

for some finite F, F ′ ⊆ G and some non-zero functions ht, gs ∈ A+, t ∈ F, s ∈
F ′. We now show that the sets

Vt := {x ∈ X : ht(x) 6= 0}, Ws := {x ∈ X : gs(x) 6= 0}, t ∈ F, s ∈ F ′

make the set U τX-paradoxical. First note that

1U = x∗x = E(x∗x) =
∑

t,s∈F

E(h
1/2
t u∗tush

1/2
s ) =

∑

t∈F

E(h
1/2
t u∗tuth

1/2
t ) =

∑

t∈F

ht.

This imply that z ∈ U ⇔ 1U(z) =
∑

t∈F ht(z) 6= 0 ⇔ z ∈ ∪t∈FVt. Using
the same argument on y we obtain that

⋃
t∈F Vt =

⋃
s∈F ′ Ws = U . Since the

functions ht, gs are non-zero the sets Vt,Ws are non-empty.
For r 6= e in G we have that

0 = E(1Uur) = E(x∗xur) =
∑

t,s∈F

E(h
1/2
t u∗tush

1/2
s ur).

Since the above sum is a sum of positive elements in A+ we obtain that

E(h
1/2
t u∗tush

1/2
s u∗r) = 0, t, s ∈ F, e 6= r ∈ G.

It particular we have that

h
1/2
t u∗tush

1/2
s u∗t−1s = E(h

1/2
t u∗tush

1/2
s u∗t−1s) = 0, t, s ∈ F, t 6= s.

This shows that t.ht⊥s.hs for t 6= s ∈ F . In a similar way we obtain that
t.gt⊥s.gs for t 6= s ∈ F ′ and t.gt⊥s.hs for t ∈ F, s ∈ s ∈ F ′ (the last property
is obtained from the fact that 0 = E(x∗yur) for every r ∈ G). Suppose
x ∈ t.Vt ∩ s.Vs. Find x = t.yt = s.ys such that ht(yt) 6= 0 and hs(ys) 6= 0.
From (t.ht)(s.hs)(x) = ht(yt)hs(ys) 6= 0 we conclude t = s. By a similar
argument we obtain that the sets t.Vt, s.Ws : t ∈ F, s ∈ F ′ are all pairwise
disjoint.

Finally we show that t.Vt ⊆ U for every t ∈ F . Fix x ∈ t.Vt, t ∈ F . Find
y ∈ Vt such that x = t.y. We obtain that t.ht(x) = ht(y) 6= 0. Form

∑

r∈F

r.h1/2
r ur =

∑

r∈F

urh
1/2
r = x = 1U(xx∗)x = 1Ux =

∑

r∈F

1Ur.h
1/2
r ur,
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we obtain (when applying E( · u∗s)2, s ∈ F on the sum) that s.hs = 1Us.hs
for every s ∈ F . In particular 0 6= t.ht(x) = 1U t.ht(x) implying that x ∈ U .

(ii) ⇒ (iii). Trivial as Cc(G,A
+) ⊆ A⋊r G.

(iii) ⇔ (iv). Well know, cf. [31, Proposition 3.3].

Theorem 2.3.8. Let (X,G) be a transformation group with X compact and
G discrete. Suppose that X is τX-paradoxical. Then C(X) ⋊r G is properly
infinite.

Proof. Use Lemma 2.3.7.

Remark 2.3.9. Given a transformation group (X,G) with G discrete and
X compact. If the action is 2-paradoxical and transitive, in the sense that
G.U = X for every open non-empty set U ⊆ X, then the action is τX -
paradoxical. We leave this as an exercise.

2.4 Existence of a trace

A bounded trace on a C*-algebra A is a linear bounded map τ : A→ C with
the property that τ(ab) = τ(ba) for any a, b ∈ A. A trace τ is positive if
τ(a) ≥ 0 for every positive element a in A. If A is unital and τ is a positive
trace with τ(1A) = 1, then τ is called a tracial state, cf. [48, p. 46].

Let (A,G) be a C*-dynamical system with G discrete and let τ be a state
on A. We say that τ is invariant (or more precisely G-invariant) if t.τ = τ
for every t ∈ G, where t.τ is the state on A defined by (t.τ)(a) := τ(t−1.a)
for a ∈ A.

Given a transformation group (X,G) with G discrete. A Borel mea-
sure µ : B(X) → [0,∞] on X is said to be invariant (or more precisely
G-invariant) provided that t.µ = µ for every t ∈ G, where t.µ is the measure
on X defined by

t.µ(E) := µ(t−1.E), E ∈ B(X).

Let us recall a well known connection between traces on crossed products
and measures on Borel spaces (our generalization to the unbounded case is
presented in Lemma 5.2.2).

Lemma 2.4.1. Consider a transformation group (X,G) with X compact and
G discrete. The following conditions are equivalent

(i) C(X) ⋊r G admits a non-zero trace.

(ii) X admits a complete regular invariant Borel probability measure µ.
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Proof. (i) ⇒ (ii) Given a trace τ 6= 0 on A := C(X) ⋊r G. We may assume
that τ is a tracial state on A. To see this make τ hermitian and decompose
it to a difference of two positive functionals τ1 6= 0, τ2. Define τ ′i(a

∗a) =
τi(aa

∗), a ∈ A and extend canonically to A. Since τi and τ ′i are positive and
agree on A+ they have the same norm. Using [28, Th.4.3.6] τi = τ ′i . We
conclude τ1/‖τ1‖ is a tracial state.

The restriction τ |C(X) is an invariant tracial state and gives by means
of Riesz Representation Theorem and Lusin’s Theorem, cf. [52, Theorem
2.24]), the appropriate invariant measure. Lusin’s Theorem is used to obtain
invariance.

(ii) ⇒ (i) The canonical state on C(X) associated with µ is an invari-
ant tracial state and extends in a canonical way (by composition with the
conditional expectation) to a trace on C(X) ⋊r G.

In [22] it was shown that a unital C*-algebra A does not admits a non-
zero trace if and only if there exist n ≥ 2 and a1, . . . , an ∈ A such that∑

j aja
∗
j = 1 and ‖∑

j a
∗
jaj‖ < 1. Another condition using finite sums of

commutators is mentioned in [44].
Furstenberg defines the concept of a strongly proximal action implying

that C(X) ⋊r G admits no non-zero trace. An action is called strongly
proximal if every invariant Borel probability measure mu the weak∗-closure
of the set G.µ contains a Dirac measure. If C(X) ⋊r G admits a trace it
follows from Lemma 2.4.1, (i) ⇒ (ii) that there exists an invariant Borel
probability measure µ. Consequently G.µ = {µ} and hence the action of G
on X is not a strongly proximal action (for |X| > 1, |G| > 1).

A properly infinite C*-algebra obviously admits no non-zero traces, but
the converse is not generally true. In [51] Rørdam presents a unital, simple,
nuclear and separable C*-algebra D with finite and infinite projections p, q.
It follows that A = pDp is unital, simple, nuclear, finite and without non-
zero traces. To see the last property note that A ⊗ K ∼= D ⊗ K contains a
infinite projection. Hence Mn(A) is properly infinite for some n ≥ 2, cf. [50].
One conclude that A has no non-zero traces. This example however does not
answer the following

Question 2.4.2. Let (X,G) be a transformation group with X compact and
G discrete. Are the conditions mentioned below equivalent?

(i) C(X) has no G-invariant state.

(ii) C(X) ⋊r G has no tracial state.

(iii) C(X) ⋊r G is properly infinite.
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Using the proof of Lemma 2.4.1 one easily gets (iii) ⇒ (ii) ⇔ (i). The
last implication remains unsolved, except for some concrete examples. For
example for the transformation group (βG,G) with G discrete the conditions
(i)−(iii) are equivalent, cf. Theorem 2.5.1. It might be interesting to consider
the action of a word hyperbolic group on the Gromov boundary . We will return
to this example later on.

Hjelmborg showed in [23, Theorem 4.1, Theorem 4.10] that certain C*-
algebras associated with Markov shifts and graphs are purely infinite if and
only if they have no trace in sense of [31]. One may consider the following

Question 2.4.3. Let (X,G) be a transformation with X compact and G dis-
crete. Is there an equivalence between the following conditions

(i) C(X) ⋊r G has no trace in sense of [31].

(ii) C(X) ⋊r G is purely infinite.

For the implication (ii) ⇒ (i) see [31, Proposition 5.1]. As we will see
later on, cf. Theorem 5.2.3, there is more to say regarding Question 2.4.3
when we consider a more specific class of transformation groups.

2.5 Non-amenable groups and C(βG) ⋊r G

Recall that a discrete group G is called amenable if the associated reduced
group C*-algebra C∗

r (G) is nuclear, cf. [9, Theorem 2.6.8]. When considering
the action of a discrete group G on the Stone-Čech compactification βG of
G we obtain the following

Theorem 2.5.1. Consider the transformation group (βG,G), where G acts
canonically on the Stone-Čech compactification βG of G. Then the following
conditions are equivalent

(i) G is non-amenable

(ii) βG is τβG-paradoxical

(iii) C(βG) ⋊r G is properly infinite

(iv) C(βG) ⋊r G has no tracial state

Proof. (i) ⇒ (ii). Using the result of Wagon [60, Theorem 10.11] there exists
subsets U1, U2, . . . , Un+m of G and elements t1, t2, . . . , tn+m in G such that

tk.Uk ∩ tl.Ul = ∅ (k 6= l), ∪ni=1Ui = ∪n+m
i=n+1Ui = G.
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Adapting the proof of Theorem 2.3.5 we find clopen subsets Ũ1, Ũ2, . . . , Ũn+m

of βG such that

tk.Ũk ∩ tl.Ũl = ∅ (k 6= l), ∪ni=1Ũi = ∪n+m
i=n+1Ũi = βG.

Hence the set βG is τβG-paradoxical.
(ii) ⇒ (iii). Theorem 2.3.8.
(iii) ⇒ (iv). Easy.
(vi) ⇒ (i). Use the fact that any reduced crossed product of a unital

C*-algebra with a tracial state by a discrete amenable group admits a tracial
state cf. [47, p. 83].

Using that l∞(G) has real rank zero, non-amenability of infinite discrete
groups can be related to actions on the Cantor set. Before making this more
precise in Proposition 2.5.6 we recall a few partial results.

Lemma 2.5.2. Any separable sub-C*-algebra A0 of a (possibly non-separable)
C*-algebra B of real rank zero is contained in a separable sub-C*-algebra A
of real rank zero.

Proof. Find a sequence (ai) in Asa0 such that {ai}− = Asa0 . For every n ∈ N
find a1n, . . . , ann in Bsa with finite spectrum such that ‖ai− ain‖ < 1/n. Set
A1 = limnC

∗(A0, {aij}1≤i≤j≤n). We obtain that

Asa0 ⊆ {b ∈ Asa1 : b has finite spectrum }−.

Successively we obtain an increasing sequence (Aj) fulfilling the property

that Asaj ⊆ {c ∈ Asaj+1 : c has finite spectrum }−. With A :=
⋃
j Aj we have

that A has real rank zero.

Remark 2.5.3. I order to find an invariant sub-C*-algebra C(X) in l∞(G)
such that X is a Cantor set we need some characterization results of abelian
C*-algebras. Let A be an abelian C*-algebra. By GNS A is isomorphic to
C0(Y ) for some locally compact Hausdorff space Y . If A is unital then Y
is compact. If A is separable and unital then Y (has a countable basis, is
regular and hence) is metrizable. If A has real rank zero then Y is totally
disconnected (i.e. the only connected subspaces are one-point sets), cf. [41].

It was shown by Brouwer, cf. [7], that a compact Hausdorff metric totally
disconnected perfect (i.e. no isolated points) space is homeomorphic to the
Cantor set.

Lemma 2.5.4. Let G be a infinite countable group. Then l∞(G) contains
an invariant sub-C*-algebra C(X) such that X is a Cantor set.
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Proof. Let A1 be the smallest invariant sub-C*-algebra in l∞(G) containing
A0 := C0(G) and 1l∞(G). Note that A1 is separable since G is countable.
Let A2 be the separable real rank zero envelope of A1 in l∞(G), cf. Lemma
2.5.2. Let A3 be the smallest invariant (separable) sub-C*-algebra in l∞(G)
containing A2 and let A4 be the separable real rank zero envelope of A3 in
l∞(G). Continuing in this way we obtain a sequence of inclusions with an
inductive limit A := ∪iAi

A0 ⊆ A1 ⊆ A2 ⊆ · · · ⊆ A ⊆ l∞(G)

The C*-algebra A is invariant: Fix a ∈ A, t ∈ G and ǫ > 0. Find m ∈ N
odd and b ∈ Am such that ‖a − b‖ < ǫ. As Am is invariant we have that
dist(t.a, A) < ǫ. We obtain that t.a ∈ A.

The C*-algebra A has real rank zero: Fix a self-adjoint element a in
A and ǫ > 0. Find m ∈ N even and b ∈ Am such that ‖a − b‖ < ǫ/2.
Since ‖a− b+b∗

2
‖ < ǫ/2 we can assume that b is self-adjoint. As Am has real

rank zero there exist a self-adjoint element c ∈ Am with the properties that
‖b− c‖ < ǫ/2 and c has finite spectrum σAm(c). Using that ‖a− c‖ < ǫ and
σA(c) is finite we conclude that a belongs to the norm limit of self-adjoint
elements in A of finite spectrum.

The C*-algebra A is separable and unital: Separability follows from the
fact that Ai is separable for every i ∈ N. Furthermore A is unital with the
unit 1A = 1l∞(G).

By Remark 2.5.3 A is isomorphic to C(Y ) for some (invariant) compact
Hausdorff metric totally disconnected space Y . We do however not know if
the space Y is perfect.

Let X be the subset of Y where we have removed all the isolated points
from X. We claim that C(X) can be used as the desired algebra. It follows
easily that X is invariant, compact, Hausdorff, metric, totally disconnected
and perfect. We only need to verify that X is non-empty. As G is infinite
A0 has infinite spectrum. Hence also Y is infinite. If X = ∅ the singletons
in Y produce an infinite open cover of Y . This contradicts the compactness
of Y . Hence X is non-empty. Using the result by Brouwer we conclude that
X is an invariant Cantor set.

Lemma 2.5.5. Let (X,G) be a transformation group with G discrete. Sup-
pose that X is τX-paradoxical. Then Y is τY -paradoxical for every non-empty
invariant subset Y of X.

Proof. Find non-empty open subsets V1, V2, . . . , Vn+m of X and elements
t1, t2, . . . , tn+m in G such that

n⋃

i=1

Vi =

n+m⋃

i=n+1

Vi = X,

n+m⊔

i=1

ti.Vi ⊆ X, tk.Vk ∩ tl.Vl = ∅ (k 6= l).
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With Ui := Vi ∩ Y ∈ τY we have that

n⋃

i=1

Ui =
n+m⋃

i=n+1

Ui = Y,
n+m⊔

i=1

ti.Ui ⊆ Y, tk.Uk ∩ tl.Ul = ∅ (k 6= l).

We conclude that Y is τY -paradoxical.

Proposition 2.5.6. Given an infinite countable group G. Then G is non-
amenable if and only if C(X) ⋊r G is properly infinite for some action of G
on the Cantor set X.

Proof. ’⇐’: Suppose G is amenable. By [47, p. 83] C(X) ⋊r G admits a
tracial state. Hence C(X) ⋊r G in not properly infinite.

’⇒’: SupposeG is non-amenable. By Theorem 2.5.1 βG is τβG-paradoxical.
Using Lemma 2.5.4 find a invariant sub-C*-algebra C(X) of l∞(G) = C(βG)
such that X is an invariant Cantor set. Since X can be viewed as an invariant
subset of βG, Lemma 2.5.5 ensures that X is τX -paradoxical. We conclude
that C(X) ⋊r G is properly infinite by Theorem 2.3.8.

2.6 Pure infiniteness

Recall from [31] a C*-algebra A is purely infinite if and only if every non-
zero positive element in A is properly infinite. This definition agrees with the
definition of purely infiniteness by J. Cuntz (that every non-zero hereditary
sub-C*-algebra of A contains an infinite projection, cf. [14]), provided A is
simple.

There are several well known results about pure infiniteness of reduced
crossed products. Let (A,G) be a C*-dynamical system with A purely infi-
nite, simple and G discrete. It was shown by Kishimoto and Kumjian in [35]
that with the additional assumption that the action α of G on A is outer
(i.e. for each t 6= e the automorphism αt is outer) we obtain that A⋊r G is
purely infinite and simple. If A is unital Jeong and Osaka showed that every
non-zero hereditary sub-C*-algebra in A⋊r G contains an infinite projection
provided the normal subgroup N = {t ∈ G : t. is inner on A} is finite, cf.
[26].

Consider a transformation group (X,G) with X compact and G discrete.
The action of G on X is called a strong boundary action, cf. [36, Definition
1], if X has at least three points and for every pair U, V of non-empty open
subsets of X there exists t ∈ G such that t.U c ⊆ V . Laca and Spielberg
showed in [36] that in the case the action of G on C(X) is topologically free
and the action of G on X is a strong boundary action then A⋊r G is purely
infinite and simple.
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Jolissaint and Robertson made a generalization valid in the non-abelian
setting, cf. [27]. Let (A,G) be a C*-dynamical system with A separable,
unital and G discrete. Recall, cf. [27, Definition 0.1] that the action of G
on A is n-filling if for any positive norm one elements a1, . . . , an in A and
any ǫ > 0 there exist t1, . . . , tn in G such that

∑n
i=1 ti.ai ≥ 1 − ǫ. They

showed that for a discrete group G acting on a separable, unital C*-algebra
A the crossed product A ⋊r G is purely infinite and simple provided the
action is properly outer and n-filling and every hereditary sub-C*-algebra in
A generated by a non-zero projection in A is infinite dimensional.

If the A = C(X) (X infinite) the n-filling property reduces to the fol-
lowing condition: For any non-empty open subsets U1, . . . , Un of X, there
exist t1, ..., tn ∈ G such that t1.U1 ∪ · · · ∪ tn.Un = X. In this setting the
strong boundary property is equivalent to the 2-filling property, cf. [27]. Fur-
ther the condition that the hereditary C*-algebra generated by e is infinite
dimensional for every nonzero projection e ∈ A is equivalent the property
that X has no isolated points. In this setting topological freeness the proper
outerness coincide, cf. [3].

Before considering generalizations of the work of Jolissaint and Robertson
to non-simple C*-algebras more work is needed. However we can already now
relate the n-filling property to τX-paradoxical sets.

Lemma 2.6.1. Given a transformation group (G,X) with X compact and
G discrete. If the action is n-filling then every non-empty open subset of X
is τX-paradoxical and the action is minimal.

Proof. Let U be an non-empty open subset of X. Find 2n disjoint open
subsets U1 . . . , U2n of U . Using the action is n-filling there exist s1, . . . , s2n

such that

n⋃

i=1

si.Ui =

2n⋃

i=n+1

si.Ui = X, Uk ∩ Ul = ∅ (k 6= l)

With Vi := si.Ui ∩ U and ti = s−1
i for i = 1, . . . , 2n we obtain that

n⋃

i=1

Vi =

n+m⋃

i=n+1

Vi = U,

n+m⊔

i=1

ti.Vi ⊆ U, tk.Vk ∩ tl.Vl = ∅ (k 6= l).

Suppose the action fails to be minimal. Hence one can find x ∈ X and an
open set U in the complement of the orbit Ox. From the n-filling property
there exist t ∈ G such that t.U ∩ Ox 6= ∅. But this implies that U ∩ Ox =
t−1.(t.U ∩ Ox) 6= ∅. Contradiction.
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Remark 2.6.2. It was shown in [31] that A is purely infinite if every non-zero
hereditary sub-C*-algebra in any quotient of A contains an infinite projec-
tion. As we already mentioned Laca and Spielberg obtained a way to find
infinite projections in hereditary sub-C*-algebras of A⋊r G in the case A is
abelian. A similar result was considered by Clare Anantharaman-Delaroche
in [1]. We will elaborate on this subject when discussing groupoids. Com-
bining these observations together with Theorem 2.1.5 we can formulate the
first result on purely infinite non-simple crossed products. (With more work
this result can be improved, cf. Theorem 3.3.7 and Theorem 4.2.4.)

Proposition 2.6.3. Let (G,X) be a transformation group with G exact,
discrete. If the action on X is free and in addition is a local boundary action
on every non-empty closed invariant subset Y of X, then C0(X) ⋊r G is
purely infinite.

Proof. Any quotient of C0(X) ⋊r G by an ideal has the form C0(Y )r ⋊ G
for some closed invariant subset Y of X. We conclude that every hereditary
sub-C*-algebra in the quotient contains an infinite projection.

Recently [12] Cuntz constructed a purely infinite, simple C*-algebra as-
sociated with the ax + b-semigroup over N. It is a crossed product of the
Bunce-Deddens algebra [10] associated to Q by the action of the multiplica-
tive semigroup N. Its stabilization is (isomorphic to) the crossed product
C0(Af) ⋊ P+

Q , the product of C0(Af) by the natural action of the ax + b-
group P+

Q . Here Af denotes the locally compact space of finite adeles .

Question 2.6.4. How does the new examples of Cuntz fit in with the definition
of a local boundary action?

In the following sections we will consider a few classes of examples giving
purely infinite crossed product C*-algebras.

2.7 Example 1: Free product group

Let G = G1∗· · ·∗Gn, n ≥ 2 denote a free product of non-trivial cyclic groups.
As in [58, Section 2] we do not consider the case G = Z2 ∗ Z2 (this gives a
finite boundary). There is a canonical boundary ∂G associated with G - the
set of all ”infinite reduced words” from the alphabet

Ω :=
⋃

i∈I0

{ai, . . . , a|Gi|−1
i } ∪

⋃

i∈I\I0

{ai, a−1
i },
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with I = {1, . . . , n}, I0 = {i ∈ I : |Gi| < ∞} and ai being the generator for
Gi. An infinite reduced word is a sequence x1x2x3 . . . ∈ ΩN fulfilling

∀m ∈ N∀i ∈ I : xm, xm+1 ∈ Gi ⇒ xmxm+1 6= e and i /∈ I0. (2.7.1)

Note that G can be identified with the set of finite reduced words, i.e. set of
finite parts of the infinite reduced words.

We equip Ω with the discrete topology, ΩN with product topology and
∂G ⊆ ΩN with the subset topology. The action α of G on ∂G is just the left
multiplication followed by a canonical reduction

α(aki )(x1x2x3 . . . ) = Red(aki x1x2x3 . . . ), aki ∈ Ω, x1x2x3 . . . ∈ ∂G

where Red(·) changes the sequence aki x1x2x3 . . . only if x1 = ali for some

l ∈ Z; (i) removing aki x1 if aki x1 = e or (ii) replacing aki x1 with a
k+l mod |Gi|
i

if aki x1 6= e and |Gi| <∞ (for aki x1 6= e and |Gi| = ∞ no change is needed).

Lemma 2.7.1. Consider a free product G = G1∗· · ·∗Gn, n ≥ 2 of non-trivial
cyclic groups such that G 6= Z2∗Z2. Equip G with the canonical action on the
boundary ∂G of all infinite reduced words. Then (∂G,G) is a transformation
group, where ∂G is a Cantor set with a basis for the topology consisting of
the compact cylinder sets

C(x1 . . . xn) = {(yn)n∈N ∈ ∂G : (y1, . . . , yn) = (x1, . . . , xn)},

where we run through all finite reduced words.

Proof. A Cantor set is characterized as a compact, perfect, totally discon-
nected metric space, cf. Remark 2.5.3. The compactness follows from the
Tychonoff theorem as Ω is finite. The topology on ∂G is metrizable by the
metric d((xn), (yn)) =

∑
n∈N dΩ(xn, yn)/2

n, using the canonical discrete met-
ric on Ω. Using this metric one can show that the cylinder sets form a clopen
basis for the topology and the space is totally disconnected and perfect. The
last condition uses G 6= Z2∗Z2. The action αt : ∂G → ∂G (t ∈ G) is bijective
and open, sending a cylinder set into a finite union of cylinder sets. Hence
αt is an homeomorphism of ∂G. Last it can be shown that α is a group
homomorphism.

The transformation group (∂G,G) from Lemma 2.7.1 induces the reduced
crossed product C(∂G) ⋊r G. Spielberg showed in [58] that this crossed
product is (isomorphic to) a Cuntz-Krieger algebra. It was therefore natural
to consider if we could use properties of (∂G,G) to show simplicity, nuclearity
and purely infiniteness of the C∗-algebra C(∂G) ⋊r G.
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Theorem 2.7.2. Consider a free product G = G1 ∗ · · · ∗ Gn, n ≥ 2 of non-
trivial cyclic groups such that G 6= Z2 ∗ Z2. Equip G with the canonical
action on the boundary ∂G of all infinite reduced words. Then (∂G,G) is
a transformation group with an action that is (i) minimal, (ii) topologically
free, (iii) amenable and (iv) a strong boundary action.

Proof. (iv) Strong boundary action: From G 6= Z2 ∗Z2 the boundary ∂G has
at least three points.

Let U, V be two open non-empty subsets in ∂G. Find finite reduced words
y, x such that C(y) ⊆ U , C(x) ⊆ V . It is enough to find t ∈ G such that
t.C(y)c ⊆ C(x) (⇒ t.U c ⊆ V ). If x and y end with letters from the same
cyclic group Gi, then replace x with xaj for some j 6= i. Still C(x) ⊆ V
holds. As x and y now end with letters (from the alphabet Ω) from different
cyclic groups the sequence xy−1 is a finite reduced word.

Let M be the set of finite reduced words of length m := |y|. Then

C(y)c =
⋃

z∈M,z 6=y

C(z).

Define t := xy−1 and let z ∈ M, z 6= y be given. We get t.C(z) ⊆ C(x) from

t.C(z) = xy−1
m . . . y−1

1 .C(z1 . . . zm) = xy−1
m . . . y−1

n+1.C(zn+1 . . . zm)

= C(xy−1
m . . . y−1

n+1zn+1 . . . zm) ⊆ C(x),

where n, the number of reductions while reducing y−1z, is strictly less than
m as z 6= y. Note that y−1

n+1zn+1 possibly merge to one letter if the elements
y−1
n+1, zn+1 belong to the same finite cyclic group.

(ii) Topologically free: Note first that ∂G is a Baire space, cf. [38, Th.7.2],
hence it is enough to show that the open set {x ∈ ∂G : t.x 6= x} is dense in
∂G for each t 6= e. Let therefore y ∈ ∂G, ǫ > 0 and t ∈ G \ {e} be given. We
find x ∈ ∂G close to y, such that t.x 6= x, using an aperiodic infinite word:

As G 6= Z2 ∗Z2 we can find two generators a = ai, b = aj such that i 6= j
and a2 6= e. Set w = ab and u = a2b (if |a| <∞) or u = aab (if |a| = ∞), and
let z be a reduced word with length n such that (z1, . . . , zn) = (y1, . . . , yn)
and 1/2n < ǫ. If it is necessary, extend z so it ends with b. With

x = zup1wup2wup3wup4..... ∈ ∂G,

where (pn) is an increasing sequence of primes, it follows that t.x 6= x and
d(y, x) < ǫ.

(iii) Amenable action: Using the idea from [9, p.149] it follows that

‖s.µx − µs.x‖1 = 2 max(n+ ∆, m− n)/N, N ≥ 2 + 2m,
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where µx = 1
N

∑N−1
k=0 δx1...xk

(is a convex combination of Dirac measures), s ∈
G, x ∈ ∂G, m = |s|, n denotes the number of reductions3 of s.x and finally
∆ = 1 if |sm−n| < ∞ and ∆ = 0 otherwise4. We leave this as an exercise.
By Theorem 2.2.1 (iii) we obtain (using the constant net mi := (x 7→ µx))
that the action is amenable.

(i) Minimality: Follows from (iv). With ∅ 6= M = M̄ ( ∂G, there exists
t ∈ G such that t.(M c)c ⊆M c, implying M is not G-invariant.

Lemma 2.7.3. Given a n-tuple (m1, . . . , mn) of increasing numbers in N ∪
{∞}. Let k (resp. l) count the occurrence of finite (resp. infinite) numbers
in the n-tuple. With N =

∑k
i=1(mi − 1) + 2l let A be the N ×N matrix




0m1−1

. . . 1
0mk−1

12

1
. . .

12




with n smaller matrices 0m1−1, . . . , 0mk−1, 12, . . . , 12 along the diagonal and
with all other entries being 1. Using elementary matrix operations5 the matrix
1N −AT can be reduced to the following form




0l
1N−(n−1)

m1 −mk

. . .
...

mk−2 −mk

mk−1 . . . mk−1 S



,

with S = mk−1 +mk −mk−1mk(n− 1).

3By a reduction we mean removal of a sequence aa−1 or a−1a with a ∈ Ω.
4The case where two letters merge to one is accounted for using ∆.
5The elementary matrix operations are: (i) add an integer multiple of one row/column

to another, (ii) interchange two rows/columns and (iii) multiply a row/column by −1.
We did not use the operation (iii).
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Proof. The matrix 1N − AT is given by



1m1−1

. . . −1
1mk−1

02

−1
. . .

02




where along the diagonal one first have k identity matrices of size m1 − 1 ×
m1 − 1, . . . , mk − 1×mk − 1 followed by l 2× 2 matrices with entries 0. All
the other entries are −1.

For each (of the n) sub-matrix take the first row and subtract from the
other rows in the sub-matrix. For each of the first k sub-matrices take the
last mi − 2 columns and add to the first column. For each of the last l sub-
matrices take the first column and subtract from the second column. Each
of the first k sub-matrices contains mi−2 rows with only one non-zero entry
equal to 1. Use these rows to change all the entries below and under the
entry 1 into zero. Take one entry in the diagonal at the time. If the entire
row and column around the diagonal contains only zeros, then move this
diagonal entry to the top — collecting first all the zero-entries (and then the
one-entries). We obtain 0l ⊕ 1Pk

i=1(mi−2) ⊕ B, with B being




1 1 −m2 · · · 1 −mk −1 −1 · · · −1
1 −m1 1 · · · 1 −mk −1 −1 · · · −1

...
...

. . .
...

...
...

. . .
...

1 −m1 1 −m2 · · · 1 −1 −1 · · · −1
1 −m1 1 −m2 · · · 1 −mk 0 −1 · · · −1
1 −m1 1 −m2 · · · 1 −mk −1 0 · · · −1

...
...

. . .
...

...
...

. . .
...

1 −m1 1 −m2 · · · 1 −mk −1 −1 · · · 0




Working with B take the k-th row and subtract from all the others rows.
Add the lower l rows to the k-th row. Use the last l rows to change the last
l entries in the k-th column to zero. Move the last l diagonal entries to the
upper left. We obtain 0l ⊕ 1Pk

i=1
(mi−2)+l ⊕ C, with C being




m1 −mk

m2 −mk

. . . −mk

mk−1 −mk

1 −m1 1 −m2 · · · 1 −mk−1 1 − lmk
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Working with C add the last row to the first row. Add the first row to the
last row m1 − 1 times. Use the first column to change 2nd to kth entry in
the top row to zero. Multiply the 2nd to (k − 1)th row (in total k − 2 rows)
by m1 and add to the k-th row. We obtain 0l ⊕ 1Pk

i=1(mi−2)+l+1 ⊕D, with D
being 



m2 −mk

. . . −mk

mk−1 −mk

m1 · · · m1 S




for S := m1 +mk −m1mk(l + 1 + k − 2). By a permutation of the numbers
in the n-tuple (if necessary) we are done.

Here we present a calculation of theK-theory (K0, K1) in some interesting
cases. The rest in Corollary 2.7.4 are well known results. The proof is
included as an application of the tools we have discussed in previous part of
the thesis.

Corollary 2.7.4. Consider a free product G = G1 ∗ · · · ∗ Gn, n ≥ 2 of non-
trivial cyclic groups such that G 6= Z2∗Z2. Equip G with the canonical action
on the boundary ∂G of all infinite reduced words. Then the crossed product
C(∂G) ⋊r G = C(∂G) ⋊G is a separable, simple, nuclear and purely infinite
C∗-algebra in the UCT-class. Further

K0(C(∂G) ⋊r G) = G1 ⊕ · · · ⊕Gk−2 ⊕ Z/(N) ⊕Gk+1 ⊕ · · · ⊕Gn

K1(C(∂G) ⋊r G) = Gk+1 ⊕ · · · ⊕Gn

assuming Gj has order mj <∞ for j = 1, . . . , k with mj−1|mj and the other

l groups are infinite. Here N = mk−1 +mk −mkmk−1(n− 1 − ∑k−2
j=1 1/mj).

Proof. It follows from Lemma 2.7.2 that C(∂G) ⋊ G is simple, nuclear and
purely infinite and that C(∂G) ⋊r G = C(∂G) ⋊ G. For the UCT-property
we refer to [47, p. 79]. It is shown in [58] that C(∂G) ⋊ G is isomorphic to
the Cuntz-Krieger algebra OA with A defined as in Lemma 2.7.3.

As K0(OA) ∼= Coker(I −AT ) and K1(OA) ∼= Ker(I −AT ), cf. [47, p. 79],
it is relevant to consider the matrix I−AT . For simplicity assume k > 1 and
l > 0, the other cases follow in a similar way. By Lemma 2.7.3 the matrix
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I − AT can be reduced to the following form




0l
1M−(n−1)

m1 −mk

. . .
...

mk−2 −mk

mk−1 . . . mk−1 S



,

with only one row and column with non-zero entries outside the diagonal,
with M :=

∑k
i=1(mi−1)+2l and S := mk−1 +mk−mk−1mk(n−1). If k = 2

the matrix is diagonal. Otherwise usemj |mk−1 andmj |mk for j = 2, . . . , k−2
to simplify the last row and the last column. Finally move 0l down in the
diagonal obtaining




1M−(n−1)

m1

. . .

mk−2

N
0l



.

This is the Smith Normal Form of I − AT giving, cf. [37, Corollary 2.2],

K0(OA) ∼= Coker(I − AT ) = ZM/(I − AT )ZM

∼=
(
Z/(1)

)M−(n−1) ⊕ Z/(m1) ⊕ · · · ⊕ Z/(N) ⊕
(
Z/(0)

)l
,

K1(OA) ∼= Ker(I − AT ) ∼= Zl,

concluding the proof.

Remark 2.7.5. As an application of Corollary 2.7.4 we consider the following

Question 2.7.6. Fix an integer m ≥ 2. For which group of the form G =
G1 ∗ · · · ∗ Gn, n ≥ 2, G 6= Z2 ∗ Z2 do we get a crossed product C(∂G) ⋊r G
isomorphic to the Cunts algebra Om?

We made an algorithm to find K-theory (K0, K1) for C(∂G) ⋊r G with
the order of the cyclic groups |G1|, . . . , |Gn| as input. For m = 2, . . . , 10 the
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following groups came up

m G inducing C(∂G) ⋊r G with the same K0, K1 as Om

2 Z2 ∗ Z3

3 Z2 ∗ Z4

4 Z2 ∗ Z5,Z3 ∗ Z3

5 Z2 ∗ Z6

6 Z2 ∗ Z7,Z3 ∗ Z4

7 Z2 ∗ Z8

8 Z2 ∗ Z9,Z3 ∗ Z5

9 Z2 ∗ Z10,Z4 ∗ Z4,Z2 ∗ Z2 ∗ Z3

10 Z2 ∗ Z11,Z3 ∗ Z6

The above list is complete in the sense that any other free product group
G = G1 ∗ · · · ∗ Gn, n ≥ 2, G 6= Z2 ∗ Z2 gives an reduced crossed product
C(∂G) ⋊r G with K-theory different from the K-theory of O2, . . . ,O10.

For G = Z3 ∗ Z3 one has that C(∂G) ⋊r G ∼= M3(O4) ≇ O4. Therefore
the table does not give a complete answer to the Question 2.7.6 above, not
even in the case when m = 2, . . . , 10.

We end this section with following

Proposition 2.7.7. Consider a free product G = G1 ∗ · · ·∗Gn, n ≥ 2 of non-
trivial cyclic groups such that G 6= Z2∗Z2. Equip G with the canonical action
on the set ∂G of all infinite reduced words. Then the set ∂G is τ∂G-paradoxical
using the smallest number of sets, i.e. with n = m = 2 in Definition 2.3.6.

Proof. We leave this as an exercise.

2.8 Example 2: Fuchsian group of the first

kind

A Fuchsian group6 is a discrete group of conformal isometries on the hyper-
bolic plane H2 = {z ∈ C : Im(z) > 0}, cf. [24, Chapter IV].

Occasionally we identify H2 with the Poincare disk D = {z ∈ C : |z| < 1}
using the Cayley transformation K : H2 → D, z 7→ (z − 1)/(z+ i). Then the
set G of conformal isometries on D is simply, cf. [4, Theorem 7.4.1 + p.56 +
p.188],

G =
{
z 7→ az + b̄

bz + ā
: a, b ∈ C, |a|2 − |b|2 = 1, z ∈ C ∪ {∞}

}
.

6The Polish mathematician Lazarus Fuchs (1833-1902) lent his name to this definition.
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The construction of the boundary ∂G for a Fuchsian group G uses a certain
set RG ⊆ D associated with G

(i) RG is open, connected and convex,

(ii) the sets t.RG, t ∈ G, tessellate D (they are disjoint and D ⊆ ∪t∈Gt.R̄G =
D̄),

(iii) RG is locally finite (every compact subset of D is covered by finitely
many G-translates of R̄G)

(iv) RG is bounded by hyperbolic sides (i.e. subsets of circles and lines
orthogonal to T) s1, s

′
1, . . . , sk−1, s

′
k−1, t1, u1, t

′
1, u

′
1, . . . , tg, ug, t

′
g, u

′
g with

vertices v1, w1, vk−1, wk−1, vk, vk+1, . . . , vk+4g−1 counterclockwise, where
g is the genus of R̄G/G and k is the number of conjugacy classes of
parabolic or elliptic cyclic subgroups,

(v) RG has the side pairing of ∂RG given by r → r′ (with r′′ = r),

(vi) the vertex cycles for RG are {v1, . . . , vk+4g−1}, {w1}, . . . , {wk−1} (with
z1 a vertex of RG, let r1 be the side extending from z1 counterclockwise,
g1 = tr1 ∈ G (r1 → r′1), z2 = g1(z1) and r2 the other side ending at z2;
continuing this process gives a vertex cycle).

A Fuchsian group G is of the first kind if the limit set (i.e. the closure of all
limit points in R ∪ {∞} ⊆ C ∪ {∞} of orbits Ox, x ∈ H2) equals the whole
boundary ∂H2 = R ∪ {∞}. A non-trivial element in G is called elliptic,
parabolic or hyperbolic if tr2 is < 4,= 4 or > 4, or equivalent if the element
has one fixed point in D, T or two fixed points in T.

It is shown in [57, Theorem 1.1] that in the case G is a finitely generated
Fuchsian group of the first kind containing parabolic elements, then a set RG

exists.

Remark 2.8.1. Let us make a simple example in Euclidian geometry for the
reader unfamiliar with the existence of RG in the Hyperbolic geometry. Let
G := Z2 act canonically on R2 by translation in the two orthogonal directions.
Notice the G is a discrete group consisting of conformal (angle-preserving)
isometries. The set R := (−1

2
, 1

2
)2 is open, connected and convex and tes-

sellates R2. Also here we have a paring of the four sides of R using the
generators for G and a vertex cycle consisting of all four vertices.

To see that the number k in property (iv) make sense and because we
will need to find k in a specific example recall the following
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Theorem 2.8.2. (cf. [4, Theorem 10.3.3]) Let G a finitely generated Fuch-
sian group of the first kind. There exist a finite number of cyclic subgroups
〈g1〉, . . . , 〈gk〉 of G fulfilling that every elliptic or parabolic element in G is
conjugate to precisely one element in precisely one of these groups.

Proof. Recall that G has an open, connected and convex set R ⊆ D — with
finite number of hyperbolic sides and a side paring s→ s′ — that tessellates
D, cf. [4, Theorem 10.1.2].

Let h be a parabolic or elliptic element in G and v ∈ D̄ be the unique
fixed point for h. One can find g ∈ G such that g(v) ∈ ∂R. To see this
suppose that t(v) /∈ ∂R for every t ∈ G. Since v ∈ ∪t∈Gt.R̄ there exist g ∈ G
such that w := g(v) ∈ R. As w is a fixed point for f := ghg−1 we obtain
that w = f(w) ∈ R ∩ f(R) = ∅ giving a contradiction.

If g(v) is not a vertex one can change the side paring such that it becomes
a vertex. To see this let s ⊆ ∂R be the hyperbolic side of R containing
w. Recall that the side transformation gs is the quince non-trivial element
fulfilling that s = R̄ ∩ gs(R̄). Furthermore the side paring sends s to s′ =
g−1
s (s) = R̄ ∩ g−1

s (R̄). Since w is a fixed point for f it follows that w ∈
R̄ ∩ f(R̄). Suppose now that w is not a vertex. This imply that w belongs
to a unique side giving that f = gs. We obtain now that

w ∈ R̄ ∩ f(R̄) = s, w ∈ R̄ ∩ f−1(R̄) = s′.

This is only possible if s = s′ and f = f−1 implying that w is the unique fixed
point for the side transformation gs of order 2, sending s to itself. Making w
into a vertex adds one vertex cycle {w}. As G is finitely generated every R
has a finite number of sides, cf. [4, Theorem 10.1.2]. Hence this process of
adding vertices is finite.

By possibly a small change of vertices of R we obtain that every parabolic
or elliptic element h is conjugate to element in G having a vertex as a fixed
point. Let V := {v1, . . . , vn} be such a set of vertices.

Recall that Gi := {g ∈ G : g(vi) = vi} is a cyclic group and let gi be the
generator. If necessary remove some of the subgroups of G until they are
pairwise non-conjugate and reindex the generators.

We now show that different powers of a generator gi are non-conjugate.
Suppose fgni f

−1 = gm for some element f ∈ G, generator gi and n,m ∈ N.
This implies that fgni (vi) = f(vi) = gmi (f(vi)). As f(vi) is the unique a fixed
point for gmi we have that f(vi) = vi. Hence f is itself a power of gi implying
that n = m.

We are now ready to define the boundary on which the Fuchsian group
acts. For simplicity we assume here, that g = 0. The boundary ∂G with
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topology τ is then defined as

∂G = T, τ = Top({t.I(i, j) ⊆ T : t ∈ G, (i, j) ∈ J}),

with (for an example se Figure 2.3)

J =
{
(i, j) ∈ I×Z : j ∈ {1, . . . , mi−1} if i ∈ I0 and j ∈ {1,−1} if i ∈ I\I0

}
,

I(i, j) = [t−j+1
i .vi, t

−j
i .vi[ if i ∈ I0, counterclockwise

I(i, 1) = [vi, wi[, I(i,−1) = [wi, vi+1[ if i ∈ I \ I0,
where ti is the element carrying si to s′i of order mi (i = 1 . . . , k − 1),
I = {1, . . . , k−1} and I0 = {i ∈ I : mi <∞}. Noticing that T is G-invariant
we have a canonical action of G on ∂G. For non-zero genus g one can also
define the the boundary ∂G. We refer to [57] for the details.

Lemma 2.8.3. Let G be a finitely generated Fuchsian group G of the first
kind containing parabolic elements. Then (∂G,G) is a transformation group
with a minimal, topologically free, amenable and a strong boundary action.

Proof. All except the last condition are mentioned in [57, Section 3]. Further,
cf. [24, Theorem 7.6] or [57, Remark 1.2], G admits the presentation

G = 〈t1, . . . , t2g+k−1 : tmi
i = e for i ∈ I0〉,

where ti = t−1
si

is side-parring carrying si to s′i of order mi (i = 1, . . . , k− 1).

Let ∂̃G be the canonical boundary associated with G as a free product of
cyclic groups, cf. Lemma 2.7.1. In the proof of [57, Theorem 2.2] a G-
equivariant homeomorphism ϕ : ∂̃G → ∂G is constructed implying that
(∂̃G,G) is a strong boundary action7.

A Fuchsian groupG with RG satisfying the mentioned conditions (i)−(vi)
is equipped with a signature as follows. The conjugacy classes mentioned
in (iv) are all cyclic groups. Let m1 ≤ · · · ≤ mk denote the order of these
groups. Together with the genus g also mentioned in (iv) we get the signature
(g, k,m1, . . . , mk). The signature defines the Euler characteristic for G:

χ := 2g − 2 + k −
k∑

i=1

1/mi.

7One should consider (i) why the representation of G as a free product has at least two
non-trivial cyclic groups and (ii) why G ≇ Z2 ∗ Z2. We leave this as an exercise.

46



σρσ σρρσ
σρρσρ

ι

ρρ ρ
ρσρρσρρσρρ

ρρσρ

ρσρ

ρσρρ

σv v

w

w

1

2

1
2

K(0)=−1

K(1)=−i

K(−1)=i

K(1/2)
K(2)

s’s

s’
2

s

1

2

1

K(     )=1

Figure 2.2: The set RZ2∗Z3
is pointed out.

Let (g, k,m1, . . . , mk) be any signature with at least one mi = ∞ and χ > 0.
There exist a finitely generated Fuchsian group of the first kind containing
parabolic elements with the specified signature. Any finitely generated Fuch-
sian group of the first kind containing parabolic elements fulfills that χ > 0,
cf. [4].

Corollary 2.8.4. Consider a finitely generated Fuchsian group G of the first
kind containing parabolic elements. Let (g, k,m1, . . . , mk) be the signature of
G and A = C(∂G). Then the crossed product A⋊rG = A⋊G is a separable,
simple, nuclear and purely infinite C∗-algebra in the UCT-class. Further

K0(A⋊r G) = Zm1
⊕ · · · ⊕ Zml−2

⊕ ZN ⊕ Z2g+k−l−1

K1(A⋊r G) = Z2g+k−l−1

assuming that mj < ∞ for j = 1, . . . , l with mj−1|mj and mj = ∞ for

j = l + 1, . . . , k. Here N = ml−1 +ml −mlml−1(2g − 2 + k − ∑l−2
j=1 1/mj).

Proof. By the proof of Lemma 2.8.3 the K-theory can be calculated simply
by considering the action of

G = 〈t1, . . . , t2g+k−1 : tmi
i = e for i ∈ I0〉

= Zm1
∗ · · · ∗ Zml

∗ Z ∗ · · · ∗ Z︸ ︷︷ ︸
2g+k−l−1
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on the space of all infinite reduced words. By Corollary 2.7.4 we are done.

The best known example of a finitely generated Fuchsian group G of the
first kind containing parabolic elements is the modular group

G = PSL2(Z) ∼= 〈σ, ρ ∈ G : σ(z) = −z, ρ(z) =
(1 − 2i)z + 1

z + (1 + 2i)
〉 ∼= Z2 ∗ Z3

For completeness we argue why G is a finitely generated Fuchsian group
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��
��
��
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Figure 2.3: Here we see the side paring for RG.

of the first kind containing parabolic elements. These properties imply the
existence of RG. As Z is a discrete subgroup of R it follows that G = PSL2(Z)
is a discrete subgroup of G ∼= PSL2(R), cf. [60, p. 61]. From

| − 1|2 + |0|2 = 1, |(1 + 2i)/2|2 − |1/2|2 = 1,

σ, ρ are conformal isometries. The element σρ is parabolic with the fixed
point 1 ∈ T. As isometries of H2 ρσ, σ have the form

a : z → z + 1, b : z → −1/z.
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For n0, n1, . . . ∈ Z, one gets

0 →an0
n0 →b 1

−n0
→a−n1 −n1 +

1

−n0
→b 1

−(−n1 + 1
−n0

)
→an2

n2 +
1

n1 + 1
n0

.

Using continued fraction representation and the fact that Q ∪∞ is dense in
∂H2 ⊆ C ∪∞ it follows that G is of the first kind.

Figure 2.2 shows the set RG associated with G = Z2 ∗ Z3. Let us now
calculate the signature of G. When identifying the sides of R̄G using the
side parring we get a sphere. Hence the genus g for R̄G/G is zero. All the
elliptic/parabolic elements are conjugate to σρ, σρ−1, σ or ρ, as they fix the
four vertices of RG. Further σρ is conjugate to a power of σρ−1, implying
that σρ and σρ−1 belongs to the same conjugate class. Consequently k = 3
(and not lover as σρ, σ and ρ have different order). The signature for G is
therefore equal to (0, 3, 2, 3,∞).

Question 2.8.5. Can the construction described above be extended to Fuch-
sian groups of the second kind , where the limit set is a Cantor subset of
T?

Remark 2.8.6. Let us emphasize one possible obstruction in the case we
consider a Fuchsian group of second kind. When G is of the first kind we
have the following

Lemma 2.8.7. Let G be a finitely generated Fuchsian group G of the first
kind containing parabolic elements. The action of G on ∂G is minimal.

Proof. Recall that the boundary ∂G with topology τ is defined as

∂G = T, τ = Top({t.I(i, j) ⊆ T : t ∈ G, (i, j) ∈ J}),
where {I(i, j) : (i, j) ∈ J} is a partition of ∂G in disjoint intervals. Let F be
the set of all fixed points of parabolic elements in G. Spielberg shows, cf. [57,
p. 588], that the translation of the endpoints of the intervals {I(i, j) : (i, j) ∈
J} by G equals the set F and that

τ = Top({[a, b[⊆ T : a 6= b ∈ F}), F
τT

= T.

Note that the usual topology

τT = Top({(a, b) ⊆ T : a 6= b ∈ T})
is contained in τ since for every y ∈ (a, b) ⊆ T, a 6= b ∈ T there exist
a0, b0 ∈ F such that y ∈ [a0, b0[⊆ (a, b). Here we use that F is dense in
T. Since G is of the first kind the action of G on (T, τT) is minimal (since
the limit set contains F and the limit set is the smallest non-empty closed
invariant subset of C∪{∞}, cf. [4, Definition 8.1.1.]). By the identity τT ⊆ τ
we conclude that the action of G on (∂G, τ) is minimal.
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In the case we consider a finitely generated Fuchsian group G of the
second kind containing parabolic elements the proof of minimality in the
above Lemma 2.8.7 fails (since F

τT 6= T). The action of G on (T, τT) and on
(∂G, τ) (with τ = Top({[a, b[⊆ T : a 6= b ∈ F}) fails to be minimal. We leave
this as an exercise. We refer to [1] for related results.

2.9 Example 3: Word hyperbolic group

Consider a group G with a symmetric finite set S of generators not containing
the identity e. We equip G with the word metric

|s− t|S = min{n : s−1t = a1a2 . . . an, ai ∈ S}, s, t ∈ G,

corresponding to the shortest path in the Cayley graph G(G, S) for G (the
graph with vertices G and edges (t, s) whenever s−1t ∈ S).

Identifying every edge with the interval [0, 1] gives a metric on G(G, S).
The space G(G, S) is geodesic, meaning that every pair of points x, y ∈
G(G, S) can be joined by a geodesic segment [x, y] (i.e. a map σ : I =
[0, a] → G(G, S) such that σ(0) = x, σ(a) = y and |σ(s) − σ(t)| = |s− t| for
s, t ∈ I). Futher G(G, S) is proper , meaning that all the bounded subsets in
G(G, S) are relatively compact.

A geodesic metric space X is called hyperbolic provided that the insize of
all geodesic triangles are bounded above by some finite constant. The insize
of a geodesic triangle ∆ = [x, y, z] is defines as follows. There exist unique
non-negative real numbers a, b, c such that

|x− y| = a+ b, |y − z| = b+ c, |z − x| = c+ a.

When diviving the sides of ∆ into 6 geodesic segments of length a, b, b, c, c
and a three vertices are added. The insize of ∆ is the maximal distance
between any two of these three vertices.

Any group for which the Cayley graph can be nicely embedded in the
hyperbolic plane is a word hyperbolic group. For example, Z2 ∗ Z3 is a word
hyperbolic group. Figure 4 shows a drawing of the Cayley graph for Z2 ∗Z3.
The figure seems symmetric, but the edges have two different lengths. If the
basepoint x for the Z2 ∗ Z3-orbit is

x =
2 i

(
−1 − e+

√
1 + e+ e2

)
+

√
(1 + e)

(
−7 − 7 e+ 8

√
1 + e+ e2

)

(1 +
√
e)

2
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Figure 2.4: An embedding of the Cayley graph for Z2∗Z3 into the hyperbolic
space.

then all the edges have unit length. We omit the calculation, but note that
we simply used the constrain on the distance from x to σ(x) and then on
the distance from x to ρ(x), with Z2 ∗Z3

∼= 〈σ, ρ〉 from the previews section.
The result can be seen in Figure 2.9.

We define the boundary ∂G for a word hyperbolic group G to be the
”Gromov boundary” ∂G(G, S) for the hyperbolic space G(G, S). Given a
hyperbolic space X the Gromov boundary ∂X is the set of equivalence classes
of sequences which converge at infinity in the Gromov sense (here (·, ·) is the
Gromov product with respect to some fixed basepoint)

∂X = {(xn) ∈ XN : lim
(n,p)

(xn, xp) = ∞}/ ∼, (xn) ∼ (yn) ⇔ lim
n

(xn, yn) = ∞.

When X is geodesic and proper, Ascoli’s theorem [38, Th.6.1] implies that
for x ∈ X, y ∈ ∂X there exists a geodesic ray ”joining” these points (i.e. an
isometry σ : I = [0,∞[→ X with σ(0) = x, (σ(n))n∈N ∼ y). Further we can
equip X ∪ ∂X with a topology8 such that X is open and dense in X ∪ ∂X,

8The topology is the quotient topology induced by the natural surjection

π : Y → X ∪ ∂X, π(σ) = (σ(n))n∈N,
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Figure 2.5: The Cayley graph for Z2 ∗ Z3 with all edges of unit length.

X ∪ ∂X is compact and finally such that a sequence (xn) in X converges to
y ∈ ∂X iff the sequence belongs to y.

Theorem 2.9.1 (Laca, Spielberg and Anantharaman-Delaroche). Let G be a
finitely generated word hyperbolic group without any cyclic subgroup of finite
index. Then (∂G,G) is a transformation group with an action that is (i)
minimal, (ii) topologically free, (iii) amenable and a (iv) strong boundary
action.

2.10 Groupoids

A groupoid is similar to a group, except that its composition is not defined
everywhere. More precisely, a groupoid is a set G together with a subset
G2 ⊆ G× G, a product (a, b) 7→ ab from G2 to G, an inverse a 7→ a−1 from

where Y is the set of geodesic segments/rays starting at the basepoint equipped with the
topology of uniform convergence on compact sets, cf. [11, p. 11]. Segments σ : I =
[0, a] → X are extended to rays by taking σ(t) = σ(a) for every t ≥ a.
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G to G fulfilling

(i) a ∈ G⇒ (a, a−1) ∈ G2, (a−1)−1 = a

(ii) (a, b), (b, c) ∈ G2 ⇒ (ab, c), (a, bc) ∈ G2, (ab)c = a(bc)

(iii) (a, b) ∈ G2 ⇒ a−1(ab) = b, (ab)b−1 = a

An equivalent definition can be made when regarding G as a set of arrows
together with G0 (the set of endpoints) and the associated domain and range
maps

d, r : G→ G0 = r(G) = d(G), r(a) = aa−1, d(a) = a−1a, a ∈ G.

The composition and the inverse can then be regarded as a composition of
arrows and as an inverse arrow cf. [1, Definition 1.1].

A topological groupoid is a groupoid G equipped with a topology making
the product and the inverse continuous. If each t ∈ G has an open neigh-
borhood V such that r(V ) is open and r|V : V → r(V ) is a homeomorphism,
then G is called r-discrete. We refer to [42], [45] for details.

Let us consider some simple examples of groupoids:
(1) Given n ≥ 2. Define S = {1, . . . , n} and let Z = SN andW = ∪n∈N0

Sn

be the infinite and finite sequences (words) in S. Define Gn as all triples of
the form

(αγ, l(α) − l(β), βγ),

where α, β ∈W , γ ∈ Z and l(α) is the length of α. With

G2
n = {((x, k, x′), (y, l, y′)) ∈ Gn ×Gn : x′ = y},

(x, k, x′)(x′, l, x′′) = (x, k + l, x′′), (x, k, x′)−1 = (x′,−k, x),
Gn is a groupoid. For S discrete and Z equipped with product topology it
follows that the sets

Uα,β = {(αγ, l(α) − l(β), βγ) : γ ∈ Z}, α, β ∈W,

define a basis for a topology onGn. In this way Gn becomes a locally compact
Hausdorff r-discrete groupoid.

(2) Given a transformation group (X,G) with a right action9. Define
G(X,G) = X ×G equipped with product topology. With

G(X,G)2 = {((x, t), (y, s)) : x.t = y},
9Following the notation of [1] we let the group act on the right. This is only a change

in notation and does not add anything new.
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(x, t)(x.t, s) = (x, ts), (x, t)−1 = (x.t, t−1),

G(X,G) is a locally compact Hausdorff r-discrete groupoid.
Note that a groupoid G is not necessarily second countable or Hausdorff.

A locally compact Hausdorff r-discrete groupoid gives raise to a reduced C∗-
algebra C∗

r (G) and a universal C∗-algebra C∗(G) as the completion of the
∗-algebra Cc(G) with respect to the reduced and the universal C∗-norm.

The universal C∗-norm is the supremum of all norms associated with
representations of Cc(G) and the reduced C∗-norm can be found in [1, p.
205]. It follows, cf. [42, p.155], [42, p.11] and [1, p.205], that

C∗(Gn) ∼= On, C∗(X,G) ∼= C(X) ⋊G, C∗
r (X,G) ∼= C(X) ⋊r G.

An r-discrete groupoid G has a basis for its topology consisting of open
G-sets, i.e, subsets S of G such that r|S and d|S are bijective. A G-set S
induces a map αS : r(S) → d(S) given by αS(r(x)) = d(xS), x ∈ S. G is
called locally contracting if there for every non-empty open U ⊆ G0 exists an
open set V ⊆ U and a G-set S such that V̄ ⊆ r(V ) and αS(V̄ ) ( V . Further
G is called essentially free provided that {u ∈ G0 : r−1(u) ∩ d−1(u) = {u}}
is dense in G0.

It was shown in [1, Th.2.4] that every non-zero hereditary C∗-subalgebra
of C∗

r (G) contains an infinite projection whenever G is r-discrete, locally
contracting and essentially free.

Further Renault showed in [45, Th.4.6] that there is a one-to-one corre-
spondence between ideals in C∗

r (G) and invariant open subsets ofG0 provided
G is essentially principal (the definition can be found in [45]).

Question 2.10.1. Can these results help to a better understanding of simplic-
ity and purely infiniteness of the reduced/universal crossed product associ-
ated with a transformation group?
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Chapter 3

Ideal structure

This chapter is the offspring of the work on the ideal structure of reduced
crossed products. Parts of the work were initiated in [54]. However that
biggest part regarding the generalization of the Rokhlin property however
made during fall 2007 at The Field Institute in Toronto. These results can
be found in [55].

3.1 Reformulation

Definition 3.1.1. Let (A,G) be a C*-dynamical system with G discrete.
We say that A separates the ideals in A⋊r G if the map

I(A⋊r G) → I(A)G : J 7→ J ∩ A

in injective.

We showed in Theorem 2.1.5 that for a transformation group (X,G) with
G discrete, exact the algebra C0(X) separates the ideals in C0(X) ⋊r G
provided the action on X is free. We will now consider the generalization to
the non-abelian case.

Note that the map in Definition 3.1.1 is automatically surjective (using
that (I ⋊r G) ∩ A = I for I ∈ I(A)G). Hence, if A separates the ideals
in A ⋊r G, then there is a ono-to-one correspondence between ideals in the
crossed product A⋊r G and the invariant ideals in A.

Proposition 3.1.2. Let (A,G) be a C*-dynamical system with G discrete.
The following properties are equivalent

(i) For every J ∈ I(A⋊r G) we have that J = IdealA⋊rG[J ∩A].

(ii) The map I(A⋊r G) → I(A)G : J 7→ J ∩A is injective.
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(iii) The map I(A)G → I(A⋊r G) : I 7→ I ⋊r G is surjective.

(iv) For every J ∈ I(A⋊r G) we have that J = IdealA⋊rG[E(J)].

Proof. (i) ⇒ (ii) Fix ideals J1, J2 ∈ I(A⋊r G) having the same intersection
with A, one gets

J1 = Ideal[J1 ∩ A] = Ideal[J2 ∩A] = J2.

(ii) ⇒ (iii) Let J ∈ I(A⋊r G). Using the general fact that

((J ∩A) ⋊r G) ∩ A = J ∩ A

together with (ii) it follows that (J ∩A) ⋊r G = J .
(iii) ⇒ (iv) Let J ∈ I(A⋊r G). From (iii) it follows that J = I ⋊r G for

some I ∈ I(A)G. We get that

J = I ⋊r G = Ideal[I] = Ideal[EA(I ⋊r G)] = Ideal[EA(J)].

(iv) ⇒ (i) Let J ∈ I(A⋊r G). By (iv) we have that

J ∩ A ⊆ EA(J) ⊆ Ideal[EA(J)] ∩A = J ∩ A.

Using (iv) once more we obtain that J = Ideal[EA(J)] = Ideal[J ∩ A].

The equality in part (i) of Proposition 3.1.2 has one trivial inclusion. This
is not the case when we consider the equality in (iv). Here we have two non-
trivial inclusion. However, as we will see, one of the inclusions corresponds
to exactness of the action (cf. Definition 2.2.3), and hence it is automatic
provided that G is exact.

3.2 Residual intersection property

Let us now consider the two inclusions corresponding to the last equality in
Proposition 3.1.2 separately. Let (A,G) be a C*-dynamical system. Recall
that the action (of G on A) is exact if every invariant ideal I in A induces a
short exact sequence

0 // I ⋊r G
ι⋊r id

// A⋊r G
ρ⋊r id

// A/I ⋊r G // 0

at the level of reduced crossed products.

Proposition 3.2.1. Let (A,G) be a C*-dynamical system with G discrete.
Then the following properties are equivalent
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(i) For every J ∈ I(A⋊r G) we have that J ⊆ IdealA⋊rG[E(J)].

(ii) For every x ∈ (A⋊r G)+ we have that x ∈ IdealA⋊rG[E(x)].

(iii) The action of G on A is exact.

Proof. (ii) ⇒ (i) From

J+ =
⋃

x∈J+

{x} ⊆
⋃

x∈J+

Ideal[E(x)] ⊆ Ideal[E(J)]

it follows that J = Ideal[J+] ⊆ Ideal[E(J)].
(i) ⇒ (iii) Let I ∈ I(A)G. It is sufficient to verify the inclusion ker(ρ⋊r

id) ⊆ I ⋊r G for the commutative diagram

0 // I ⋊r G
ι⋊rid

//

EI

��

A⋊r G
ρ⋊r id

//

EA

��

A/I ⋊r G //

EA/I

��

0

0 // I
ι

// A
ρ

// A/I // 0.

With J := ker(ρ ⋊r id) we get that ρ(EA(J)) = EA/I(ρ ⋊r id(J)) = 0. This
implies that EA(J) ⊆ ker ρ = I and hence that

J ⊆ Ideal[EA(J)] ⊆ Ideal[I] = I ⋊r G.

(iii) ⇒ (ii) Let x ∈ (A⋊rG)+. Set I := IdealA[EA(x)]G and consider the
two, using (iii), short exact sequences in the commutative diagram

0 // I ⋊r G
ι⋊rid

//

EI

��

A⋊r G
ρ⋊r id

//

EA

��

A/I ⋊r G //

EA/I

��

0

0 // I
ι

// A
ρ

// A/I // 0.

As EA(x) ∈ I, it follows that EA/I(ρ ⋊r id(x)) = ρ(EA(x)) = 0. As EA/I is
faithful on positive elements, it follows that ρ⋊r id(x) = 0 and hence

x ∈ ker(ρ⋊r id) = I ⋊r G = Ideal[I] = Ideal[IdealA[EA(x)]G] = Ideal[EA(x)].

Let us present the first application of Proposition 3.2.1. In general it is
unknown whenever a family of invariant ideals (Ii) fulfills that

⋂
i(Ii⋊rG) =

(
⋂
i Ii) ⋊r G. However when the action is exact the equality is easily shown.
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Proposition 3.2.2. Let (A,G) be a C*-dynamical system with G discrete.
If the group G (or the action) is exact, then every family of ideals (Ii) in
I(A)G fulfills the identity

⋂

i

(Ii ⋊r G) = (
⋂

i

Ii) ⋊r G.

Proof. Note that E(
⋂
i(Ii ⋊r G)) ⊆ ⋂

i Ii. By Proposition 3.2.1 we get the
inclusion

⋂
i(Ii ⋊r G) ⊆ Ideal[E(

⋂
i(Ii ⋊r G))] and hence

(
⋂

i

Ii) ⋊r G ⊆
⋂

i

(Ii ⋊r G) ⊆ Ideal[E(
⋂

i

(Ii ⋊r G))]

⊆ Ideal[
⋂

i

Ii] = (
⋂

i

Ii) ⋊r G.

Remark 3.2.3. A classical question of non-commutative harmonic analysis is
how the irreducible representations of A⋊G or at least of A⋊r G look like.
Since any proper, closed, two-sided ideal of a C*-algebra is the intersection of
the primitive ideals containing it, we can conclude from Proposition 3.2.1 and
the semi-continuity property in Proposition 3.2.2 that at least the following
holds: If the action of G on A is exact, then every irreducible representation
D of A ⋊r G has kernel JD = (A ∩ JD) ⋊r G if and only if A separates the
ideals of A⋊r G.

The second inclusion in part (iv) of Proposition 3.1.2 is closely related to
the way ideals in the reduced crossed product intersect the original algebra.

Definition 3.2.4. Let (A,G) be a C*-dynamical system with G discrete.
We say that the action (of G on A) has the intersection property if every
non-zero ideal in A⋊r G has a non-zero intersection with A. If the induced
action of G on A/I has the intersection property for every invariant ideal I
in A, we say that action (of G on A) has the residual intersection property.

Lemma 3.2.5. Let (A,G) be a C*-dynamical system with G discrete and let
π be the surjection A⋊G→ A⋊rG. The following properties are equivalent

(i) The action has the intersection property.

(ii) Every representation of A⋊r G with a faithful restriction on A is itself
faithful.

(iii) ∀J ∈ I(A⋊G) with π−1(π(J)) = J : J ∩A = 0 ⇒ π(J) = 0.
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Proof. (i) ⇒ (ii). Given a representation π : A⋊r G→ B(H) with a faithful
restriction on A. Assume J = ker π is non-zero. By (i) there exist a ∈
J ∩A, a 6= 0. But this contradicts π|A beeing faithful. Hence J = ker π = 0.

(ii) ⇒ (i). Given J ∈ I(A ⋊r G), assume J 6= 0. Find (cf. GSN) a
representation π : A⋊r G→ B(H) with kernel J . From (ii) the kernel of π|A
is an non-zero implying that ker π|A ⊆ J ∩A 6= 0.

(i) ⇒ (iii). Assume the action has the intersection property and take
J ∈ I(A⋊G) with π−1(π(J)) = J and J ∩A = 0. With J1 = π(J) one have
π−1(J1) ∩ A = 0 and hence that J1 ∩ A = 0. By assumption J1 = 0. Hence
π(J) = 0.

(iii) ⇒ (i). Assume that for any J ∈ I(A⋊ G) with π−1(π(J)) = J one
has J ∩ A = 0 ⇒ π(J) = 0. For J1 ∈ I(A ⋊r G) with J1 ∩ A = 0 define
J = π−1(J1). As π−1(π(J)) = J and J ∩ A ⊆ π(J ∩ A) ⊆ π(J) ∩ π(A) =
J1 ∩A = 0 we get π(J) = 0 by assumption. Hence J1 = 0.

Remark 3.2.6. Let (A,G) be a C*-dynamical system with G discrete. By
Lemma 3.2.5 we see that a way to ensure that the action has the intersection
property is to show that every representation of A⋊G, which is faithful on
A, weakly contains the regular representation of (A,G). (To see this use the
fact that the surjection πA : A ⋊ G → A ⋊r G is just the identity map on
Cc(G,A).)

Proposition 3.2.7. Let (A,G) be a C*-dynamical system with G discrete.
Then the following properties are equivalent

(i) For every J ∈ I(A⋊r G) we have that J ⊇ IdealA⋊rG[E(J)].

(ii) For every x ∈ (A⋊r G)+ we have that E(x) ∈ IdealA⋊rG[x].

(iii) The action satisfies the residual intersection property and for every J ∈
I(A⋊r G) the intersection (ρ⋊r id)(J)∩A/I is zero, where I := J ∩A
and ρ⋊r id comes from the diagram (1.2.2).

Proof. (i) ⇒ (iii): First we show the residual intersection property. Take
I ∈ I(A)G and J ∈ I(A/I ⋊r G) and assume that J ∩ A/I = 0. We show
that EA/I(J) = 0, which is equivalent to J = 0. Set J1 := (ρ ⋊r id)−1(J) .
As J1 ∈ I(A⋊r G) it follows from (i) that EA(J1) ⊆ J1 ∩ A and hence

EA/I(J) = EA/I((ρ⋊r id)(J1)) = ρ(EA(J1)) ⊆ ρ(J1 ∩ A) ⊆ J ∩A/I = 0.

For the second part take J ∈ I(A⋊rG) and x ∈ (ρ⋊r id)(J)∩A/I where
I := J ∩ A. We show x = 0. Find j ∈ J such that x = (ρ ⋊r id)(j) ∈ A/I.
Using (i) we have that EA(J) ⊆ J ∩ A and hence

x = EA/I(x) = EA/I((ρ⋊r id)(j)) = ρ(EA(j)) ∈ ρ(EA(J)) ⊆ ρ(J ∩A) = 0.
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(iii) ⇒ (ii) Let x ∈ (A⋊r G)+. Set J := Ideal[x] and I := J ∩ A. Using
(iii) on J ∈ I(A⋊r G) it follows that

(ρ⋊r id)(J) ∩ A/I = 0,

with the surjection ρ ⋊r id coming from (1.2.2). The residual intersection
property implies that the ideal (ρ ⋊r id)(J) = 0. Using the diagram (1.2.2)
we now have that ρ(EA(J)) = EA/I(ρ⋊r id(J)) = 0 and hence

EA(x) ∈ EA(J) ⊆ ker ρ = J ∩A ⊆ J = Ideal[x].

(ii) ⇒ (i) Let J ∈ I(A⋊r G). Then

EA(J+) =
⋃

x∈J+

{EA(x)} ⊆
⋃

x∈J+

Ideal[x] ⊆ J.

As every element in J is a linear combination of positive elements in J and
EA is linear, it follows that EA(J) ⊆ J and hence also Ideal[EA(J)] ⊆ J .

Using an additional observation, contained in Lemma 3.2.8 below, we
obtain a new characterization of when A separates the ideals in A⋊r G.

Lemma 3.2.8. Let (A,G) be a C*-dynamical system with G discrete. Sup-
pose the action of G on A is exact. Then for every J ∈ I(A ⋊r G) the
intersection (ρ⋊r id)(J) ∩ A/I is zero, where I := J ∩ A and ρ⋊r id comes
from the diagram (1.2.2).

Proof. For a given J ∈ I(A ⋊r G) set I := J ∩ A. Using that the action is
exact we have the short exact sequence

0 // I ⋊r G
ι⋊r id

// A⋊r G
ρ⋊r id

// A/I ⋊r G // 0

and can therefore identify (ρ⋊r id)(A⋊rG) with A⋊rG/L, where L := I⋊rG.
We obtain the identities

J ∩A = I = L ∩ A,

(ρ⋊r id)(J) = J/L, A/I = A/(L ∩A) = (A+ L)/L.

Assume (ρ⋊r id)(J)∩A/I 6= 0. Then there exists j ∈ J and a ∈ A such that

j + L = a+ L 6= L.

As L ⊆ J it follows that a ∈ J and hence a ∈ J∩A = I ⊆ L. But this implies
a + L = L and we get a contradiction. Hence (ρ⋊r id)(J) ∩ A/I = 0.
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Theorem 3.2.9. Let (A,G) be a C*-dynamical system with G discrete. Then
the following properties are equivalent.

(i) A separates the ideals in A⋊r G.

(ii) The action is exact and for every x ∈ (A⋊rG)+ : E(x) ∈ IdealA⋊rG[x].

(iii) The action is exact and satisfies the residual intersection property.

Proof. Combine Proposition 3.1.2, Proposition 3.2.1 and Proposition 3.2.7
with Lemma 3.2.8.

Using Proposition 3.2.2 one can slightly improve the last part of Theorem
3.2.9 in the following sense:

Corollary 3.2.10. Let (A,G) be a C*-dynamical system with G discrete.
Then the following properties are equivalent.

(i) A separates the ideals in A⋊r G.

(ii) The action is exact and the intersection J ∩A/I is non-zero for every
I ∈ I(A)G and for every non-zero primitive ideal J ∈ I(A/I ⋊r G).

Proof. (ii) ⇒ (i) We show property (iii) in Proposition 3.1.2, i.e. that the
map I(A)G → I(A ⋊r G) : I 7→ I ⋊r G is surjective. Fix J ∈ I(A ⋊r G).
Find a family of primitive ideals (Ji) in I(A⋊r G) together with irreducible
representations πi : A⋊r G→ B(Hi), such that

J = ∩iJi, ker πi = Ji

Set Ii := Ji ∩ A. From exactness of the action we get the canonical isomor-
phism, for every i, defined by

ιi : A⋊r G/Ii ⋊r G→ (A/Ii) ⋊r G : aus + Ii ⋊r G 7→ (a+ Ii)us,

and the well-defined (as πi(Ii ⋊r G) = 0) representation

πi : A⋊r G/Ii ⋊r G→ B(Hi) : aus + Ii ⋊r G 7→ πi(aus).

The map
πi ◦ ι−1

i : (A/Ii) ⋊r G→ B(Hi)

is an irreducible representation of (A/Ii) ⋊r G. With J (i) := ker πi ◦ ι−1
i we

have that J (i)∩A/Ii = 0 from the following argument: With a+Ii ∈ J (i)∩A/Ii

0 = πi ◦ ι−1
i (a+ Ii) = πi(a+ Ii ⋊r G) = πi(a).
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Hence a ∈ ker πi ∩ A = Ii giving that J (i) ∩ A/Ii = 0. Using (ii) we obtain
that J (i) = 0 and hence also ker πi = 0. With

ρi : A⋊r G→ A⋊r G/Ii ⋊r G,

fix b ∈ Ji. As πi(ρi(b)) = πi(b) = 0 it follows that ρi(b) = 0. Hence

Ji ⊆ ker ρi = Ii ⋊r G ⊆ Ji, J = ∩iJi = ∩i(Ii ⋊r G) = (∩iIi) ⋊r G.

The last equality uses Proposition 3.2.2. The map I → I ⋊r G is surjective.

3.3 Exactness and essential freeness

It was implicitly stated in the work by Renault, cf. [45], that “essential

freeness” of G acting on Â might be enough to ensure that A separates the
ideals in A ⋊r G. Recall that the action of G on Â is called essentially free
provided that for every closed invariant subset Y ⊆ Â, the subset of points
in Y with trivial isotropy is dense in Y , cf. [46]. In the context of crossed
products the claim of Renault can be phrased as follows:

Conjecture 3.3.1. Let (A,G) be a C*-dynamical system with G discrete. If

the action of G on Â is essentially free then A separates the ideals in A⋊rG.

We will now present a way to ensure that A separates the ideals in A⋊rG
is by extending the result of Archbold and Spielberg in [3].

Let (A,G) be a C*-dynamical system with G discrete. Recall that the

action of G on Â is defined by t.[π] := [π ◦ (t−1.)] for every t ∈ G, [π] ∈ Â.
Recall that the action on A is called topologically free if the set ∩t∈F {x ∈
Â : t.x 6= x} is dense in Â for any finite subset F ⊆ G \ {e}, cf. [3, Definition
1].

Let G be a discrete group acting on a topological space X. Recall that
the isotropy group of x ∈ X is the set of all elements in G that fix x. The
action of G on X is topologically free provided that the points in X with
trivial isotropy are dense in X, cf. [6].

Remark 3.3.2. We have the trivial implications for the action of G on X

freness ⇒ essential freness ⇒ topological freness

I general there tree properties are different. However is some cases they all
coincide. This is for example the case when the integers act by a minimal
action on a T1-space X, cf. Lemma 3.3.3.
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Lemma 3.3.3. Given a transformation group (Z, X) with X a T1-space. If
the action is minimal and topologically free then it is also free.

Proof. Since the action is topologically free there exist at least one point
y ∈ X with trivial isotropy. Hence the orbit Oy is infinite. We conclude that
X is infinite.

Fix an arbitrary x ∈ X. Assume that the isotropy group of x is non-
trivial. This implies the existence of a smallest positive integer n such that
(n + 1).x = x. We obtain that the set

X = Ox = {−n.x, . . . , n.x} = {−n.x, . . . , n.x}

is finite giving a contradiction. Hence the isotropy group of x is trivial.

Remark 3.3.4. Let (A,G) be a C*-dynamical system with G discrete. Arch-
bold and Spielberg define topological freeness ofG acting onA slightly weaker
than topological freeness of G acting on Â. If Â is Hausdorff (e.g. when A is
abelian) and G is countable, then the two notions of topologically free agree

because Â is always a Baire space.

Using the natural inclusion Â/I ⊆ Â, cf. Lemma 1.4.3, we remind how
one can obtain the following result

Lemma 3.3.5. Let (A,G) be a C*-dynamical system with G discrete. If the

action on Â is essentially free then for every I ∈ I(A)G the action of G on
A/I is topologically free.

Proof. Let I ∈ I(A)G. By definition of topological freeness (of the action on

A/I) it suffices to show that that action of G on Â/I is topologically free.
Suppose G acts on topological spaces X and Y and f : X → Y is an

open mapping preserving non-trivial isotropy. If the action on G nn Y is
topologically free, then also the action on X is topologically free. The in-

clusion map ψ : Â/I → Y := {[π] ∈ Â : I ⊆ ker π} form Lemma 1.4.3 is an
equivariant homeomorphism. Hence we only need to show that the action of
G on Y ⊆ Â is topologically free.

By definition of essential freeness the action of G on any closed invariant
set of Â is topologically free. This reduces the proof to showing that Y is
closed and invariant. This follows from Lemma 1.4.2 together with the fact
that I is invariant.

We will not make a weakening of the notion of essential freeness, but we
use sometimes the following concept:
Let P denote a property for dynamical systems (A,G). If this property holds
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(or is required) for all quotients (A/I,G) with I ∈ I(A)G, then we say that
(A,G) is residually P. E.g. a conceptional name for the topological freeness
for all quotients A/I should be “residual” topological freeness of the action
on A.

Archbold and Spielberg considered when the reduced crossed product is
simple. The key result was the following

Theorem 3.3.6 (Archbold, Spielberg [3, Theorem 1]). Let (A,G) be a C*-
dynamical system with G discrete and let π be the canonical surjection A ⋊
G→ A⋊r G. If the action of G on A is topologically free then

∀J ∈ I(A⋊G) : J ∩ A = 0 ⇒ π(J) = 0.

Using the above result together with Theorem 3.2.9 we get the following
generalization.

Theorem 3.3.7. Let (A,G) be a C*-dynamical system with G discrete. If

the group G (or the action) is exact and the action of G on Â is essentially
free then the algebra A separates the ideals in A⋊r G.

Proof. Fix I ∈ I(A)G and J1 ∈ I((A/I) ⋊r G) and assume J1 ∩ (A/I) = 0.
Using Theorem 3.2.9.(iii) it is enough to show that J1 = 0. Let πA/I be the
surjection (A/I) ⋊ G → (A/I) ⋊r G and set J := (πA/I)−1(J1). Using that
πA/I is just the identity on A/I we get that

J ∩ (A/I) = J1 ∩ (A/I) = 0

By Remark 3.3.4 the action of G on A/I is topologically free. Using Theorem
3.3.6 we obtain that πA/I(J) = 0. Hence J1 = 0.

Remark 3.3.8. Gromov showed the existence of a finitely presented non-exact
discrete group, cf. [21]. Hence there exist a C*-dynamical system (A,G) with
a finitely presented discrete group G and a non-exact action of G on A. By
Theorem 3.2.9 A does not separates the ideals in A⋊r G.

If such (A,G) can be found, such that the action is essentially free, then
the Conjecture 3.3.1 fails. But this is unknown if the action is essentially
free, and the Conjecture 3.3.1 remains an open problem. In fact, these con-
siderations show that the Conjecture of Renault is equivalent to the question
of whether essentially free actions are exact.

Remark 3.3.9. Let (A,G) be a C*-dynamical system with G discrete. If the
action is essentially free then the properties (i)–(iii) in Proposition 3.2.7 are
all fulfilled. (For a proof, use Theorem 3.3.6 for A/I, the automatic analogue
of Lemma 3.2.8 for the full crossed product and use that (ρ ⋊r id) ◦ πA =
πA/I ◦ (ρ⋊ id) for the canonical maps ρ : A→ A/I, πB : B ⋊G→ B ⋊r G.)
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Corollary 3.3.10. Let (A,G) be a C*-dynamical system with G discrete.

Assume that the group G (or the action) is exact and that for every x ∈ Â
the points in G.x with trivial isotropy are dense in G.x. Then A separates
the ideals in A⋊r G.

Proof. The action is exact and essentially free.

Corollary 3.3.11 (cf. [46, Corollary 4.6]). Let (A,G) be a C*-dynamical
with G discrete. Suppose the action is minimal (i.e. A contains no non-
trivial invariant ideals) and there exists an element in the spectrum of A
with trivial isotropy. Then A⋊r G is simple.

Proof. The action is exact and essentially free.

Remark 3.3.12. When considering the canonical action of Z on T = R∪{∞}
(the right translation, fixing ∞) it follows that topological freeness of Z acting
on T is not enough to ensure that the action satisfy the residual intersection
property. (This follows from Remark 2.1.7. For a more direct proof consider
the short exact sequence

0 // C0(R) ⋊r Z // C(T) ⋊r Z // C ⋊r Z // 0

If the action of Z on C(T) had the residual intersection property then the
(trivial) action of Z on C would have the intersection property. But C⋊rZ ∼=
C∗(Z) ∼= C(T) has the property that all non-zero proper ideals (of which there
are many) have zero intersection with the complex numbers C.)

Remark 3.3.13. In many cases, including when a countable group acts by an
amenable action on a unital and abelian C*-algebra, essential freeness and the
residual intersection property are equivalent. (For a proof examine Corollary
3.5.6.) For this class of examples, the essential freeness and exactness of the
action are together necessary and sufficient to ensure that A separates the
ideals in A⋊r G (by Theorem 3.2.9 and Theorem 3.3.7).

Remark 3.3.14. Essential freeness and the residual intersection property are
in general different conditions. (For a proof consider any simple crossed
product where the action is not essentially free. For example the free group
of two generators acting trivially on C.)

3.4 The residual Rokhlin* property

One application of Theorem 3.2.9 is an easy proof of the fact that the algebra
separates the ideals in the reduced crossed product provided the action has
the ”Rokhlin property”.
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In the following set A∞ := l∞(A)/c0(A), where l∞(A) is the C*-algebra
of all bounded functions from N into A and where c0(A) is the ideal in l∞(A)
consisting of sequences (an)

∞
n=1 for which ‖an‖ → 0. We will suppress the

canonical inclusion map A ⊆ A∞. The induced action of G on A∞ is defined
entry-wise.

Let (A,G) be a C*-dynamical system with A unital and G finite. We say
that the action (of G on A) satisfies the Rokhlin property, cf. [25], provided
there exists a projection pe ∈ A′ ∩A∞ such that

(i) pe ⊥ t.pe, t 6= e

(ii)
∑

t∈G t.pe = 1A∞

Theorem 3.4.1. Let (A,G) be a C*-dynamical system with A unital and
G finite. Suppose that the action satisfies the Rokhlin property. Then A
separates the ideals in A⋊r G .

Proof. Let pe ∈ A′ ∩ A∞ be the projection ensuring the action satisfies the
Rokhlin property and set ps = s.pe for s ∈ G. As G is finite the action
is exact. Fix x :=

∑
t∈G atut ∈ (A ⋊r G)+. Using Theorem 3.2.9.(ii) it is

enough to show that E(x) ∈ Ideal[x].
We can take the implementing unitaries for the action of G on A∞ to

be the same as those for A. We have the commuting triangle with three
canonical inclusions

A⋊r G //

&&N

N

N

N

N

N

N

N

N

N

N

A∞ ⋊r G

��

(A⋊r G)∞

giving the identity

IdealA∞⋊rG[x] ∩A⋊r G = IdealA⋊rG[x].

For the completeness of the proof let us recall how the equality is obtained.
With B := A ⋊r G fix b ∈ IdealB∞

[x] ∩ B and ǫ > 0. Denote the quotient
map l∞(B) → B∞ by π∞. Find a =

∑n
j=1 tjxsj ∈ IdealB∞

[x] such that

tj = π∞(t
(i)
j ), sj = π∞(s

(i)
j ) and ‖a − b‖ < ε. From ‖π∞(

∑n
j=1 t

(i)
j xs

(i)
j −

b)‖ = lim supi ‖
∑n

j=1 t
(i)
j xs

(i)
j − b‖ < ε is follows that b ∈ IdealB[x]. Since

IdealB[x] ⊆ IdealA∞⋊rG[x] ⊆ IdealB∞
[x] and IdealB∞

[x] ∩ B ⊆ IdealB[x] we
are done.
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We only need to verify that E(x) ∈ IdealA∞⋊rG[x]. This follows from the
calculation below (δe,t is the Kronecker delta)

ps(aut)ps = δe,tps(aut) = psEA(aut), s, t ∈ G a ∈ A,∑

s∈G

psxps =
∑

s∈G

psEA(x) = EA(x) ∈ IdealA∞⋊rG[x].

Remark 3.4.2. Theorem 3.4.1 only applies when the group G is finite. It is
natural to consider if there is a way to extend this result. As we will see that
is indeed the case.

The Rokhlin property is a quite restrictive property. We present here a
weaker condition, called ”residual Rokhlin* property”, ensuring that A sep-
arates the ideals in A⋊rG, when considering a discrete exact group G acting
on a C*-algebra A.

For a C*-dynamical system (A,G) the induced action of G on A∗ (resp.
on A∗∗) is given by (t.ϕ)(a) := ϕ(t−1.a) for a ∈ A,ϕ ∈ A∗ (resp. for a ∈
A∗, ϕ ∈ A∗∗). We write (A,G) ∼= (B,G) when the isomorphism between A
and B is equivariant, i.e. action preserving.

Definition 3.4.3. Let (A,G) be a C*-dynamical system with G discrete.
We say that the action (of G on A) has the Rokhlin* property provided that
there exist a projection pe ∈ A′ ∩ (A∞)∗∗, such that

(i) pe ⊥ t.pe, t 6= e

(ii) For every a ∈ A with a 6= 0 there exist t ∈ G such that a(t.pe) 6= 0,

If the induced action of G on A/I has the Rokhlin* property for every in-
variant ideal I in A, we say that the action (of G on A) has the residual
Rokhlin* property.

Remark 3.4.4. Note that the residual Rokhlin* property is weaker than the
Rokhlin property. This follows from the fact that the property (ii) in Defi-
nition 3.4.3 is equivalent to the condition that ‖a∑

t∈G t.pe‖ = ‖a‖ for every
a ∈ A and the fact that the Rokhlin property automatically implies residual
Rokhlin property. (Let us verify the second of the two mentioned properties.
Suppose pe ∈ A′ ∩ A∞ is the projection ensuring that the action of G on
A has the Rokhlin property. Fix I ∈ I(A)G and set pIe = ϕ(pe) using the
canonical equivariant map ϕ : A∞ → (A/I)∞. We obtain that pIe ⊥ t.pIe for
t 6= e and

∑
t∈G t.p

I
e =

∑
t∈G ϕ(t.pe) = ϕ(1A∞

) = 1(A/I)∞).
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Example 3.4.5. Before giving a proof of Theorem 2.5 we present a concrete
C*-dynamical system (A,G) with the residual Rokhlin* property. We con-
sider the well-known example, where A := Mn∞ ⊗ K, the stabilized UHF-
algebra of type n∞, where G := Z, and where Z acts on Mn∞ ⊗ K via an
automorphism λ̄ that scales the trace by a factor 1/n. In this case we have
that (Mn∞ ⊗K) ⋊r Z is isomorphic to On ⊗K, cf. [13].

More precisely let (A, µm : Mn∞ → A), cf. [48, Definition 6.2.2], be the
inductive limit of the sequence

Mn∞

λ
// Mn∞

λ
// Mn∞

λ
// · · ·

with the connecting map λ defined by a 7→ e11⊗a, where e11 is the projection
diag(1, 0, . . . , 0) in Mn. It is well known that λ induces an automorphism λ̄
on A fulfilling that µm ◦ λ = λ̄ ◦ µm, cf. [48, Proposition 6.2.4]. Using the
identification A⋊rG ∼= On⊗K and the simplicity of A we can give a new proof
of the well known result, that the Cuntz algebra On is simple, by proving
that the action of G on A satisfies the Rokhlin* property. This follows using
the projection

pe := (q1, q2, q3 . . . ) ∈ A∞,

where

qk := µk(1 ⊗ · · · ⊗ 1︸ ︷︷ ︸
2k

⊗(1 − e11) ⊗ e11 ⊗ · · · ⊗ e11︸ ︷︷ ︸
2k

⊗1 ⊗ . . . ),

for k ∈ N. Let us first show that pe ∈ A′ ∩ (A∞)∗∗ and property (ii). Fix
m, l ∈ N and a ∈Mnm . Using the canonical inclusion Mnm ⊆Mn∞, together
with the identities Mn∞ =

⋃∞
i=1Mni, A =

⋃∞
i=1 µi(Mn∞), it is enough to

show that peµl(a) = µl(a)pe and ‖µl(a)‖ = ‖µl(a)pe‖. But this follows from
a simple calculation. To see (i) we simply use that the projections (t.qk)t∈N

are pairwise orthogonal for a fixed k ∈ N.

We now return to proving the fact that A separates the ideals in A⋊r G
provided a discrete exact group G acts on A by an action with the residual
Rokhlin* property. The key idea is the following Lemma

Lemma 3.4.6. Fix a discrete group G and von Neumann algebras N ⊆ M .
Suppose there exists an action of G on N such that (N,G) ∼= (l∞(G), G)
(as usual G acts on l∞(G) by left translation) and a group homomorphism
U : G→ U(M) such that

U(t)fU(t)∗ = t.f, t ∈ G, f ∈ N.

Then (B,G), given by

B := N ′ ∩M, t.b := U(t)bU(t)∗, t ∈ G, b ∈ B,
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is a C*-dynamical system. Further the representation

id×U : Cc(G,B) →M : bus 7→ bU(s), s ∈ G, b ∈ B

is isometric with respect to the reduced norm.

Proof. We show that id×U is isometric. The first statement is straightfor-
ward. We want to use Fell’s result [9, Proposition 4.1.7]. Hence we make
the identification l∞(G) = N and M ⊆ B(H ) for some Hilbert space H .
Note that (id, U,H ) is a normal covariant representation of (l∞(G), G) in
the von Neumann algebra sense (1). It is a general fact, cf. [61, Exam-
ple 2.51], that any covariant representation (π̃, Ũ , H̃ ) of (l∞(G), G), with
π̃ : l∞(G) → B(H̃ ) unital and normal, is unitarily equivalent to a tensor
multiple of the standard covariant representation

l∞(G) ⊆ B(l2(G)), t 7→ λt ∈ B(l2(G)), t ∈ G,

where the inclusion corresponds to multiplication operators Mf , f ∈ l∞(G)
and where λ : G → U(l2(G)) is the left regular representation. Thus, there
exist a Hilbert space H and a unitary W ∈ B(l2(G) ⊗H,H ), such that

W ∗U(t)W = λt ⊗ idH , W ∗ id(f)W = Mf ⊗ idH , t ∈ G, f ∈ l∞(G).

For the reader unfamiliar with results on covariant representations of
(l∞(G), G) we include here a small argument on how to find the unitary
W : Fix a covariant representation (ρ, U,H ) of (l∞(G), G) with ρ unital
and normal. Using universality (and non-degeneracy of ρ) we obtain the
corresponding (non-degenerate) representation π of l∞(G) ⋊ G on H . By
extension we have a normal representation π : (l∞(G) ⋊ G)′′ → B(H ), cf.
[43, Theorem 3.7.7]. Set

H := π(Ee,e)H , V (h) :=
∑

r∈G

δr ⊗ π(Ee,r)h, h ∈ H ,

where (δr)r∈G is the basis for l2(G), where (Es,t)s,t∈G are the elementary ma-
trices generating K(l2(G)) and where we make the identification K(l2(G)) =
c0(G) ⋊ G, cf. [61, p. 133], induced by the map fut 7→

∑
s∈G f(s)Es,t−1s.

Using that ρ is unital and normal (implying ‖V (h)‖2 = 〈∑r∈G ρ(Er,r)h, h〉 =

1A normal covariant representation of a discrete W*-dynamical system is a covariant
representation in the usual C*-algebra sense with the additional assumption that the
representation of the von Neumann algebra is normal.
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〈ρ(1l∞(G))h, h〉 = ‖h‖2, h ∈ H ) we obtain that V ∈ B(H , l2(G)⊗H) is iso-
metric. An easy calculation shows that V is surjective and hence a unitary
and fulfills

V π(ut)V
∗ = λt⊗idH , V π(f)V ∗ = V ρ(f)V ∗ = Mf⊗idH , t ∈ G, f ∈ c0(G).

The last equality extends to l∞(G) by normality of ρ. Finally set W := V ∗.(2)
With the canonical bijection ε : B(l2(G))⊗̄B(H) → B(l2(G) ⊗ H) and

the unitary V ∈ B(l2(G)⊗ l2(G)⊗H), defined by δs⊗ δt⊗h 7→ δt−1s⊗ δt⊗h
where (δr)r∈G is the basis for l2(G), consider the commuting diagram

(B,G)
(id,U)

//

(id,id)
��

M

id
��

(l∞(G)′ ∩ B(H ), G)
(id,U)

//

(W ∗·W,id)
��

B(H )

W ∗·W
��

(ε(l∞(G)⊗̄B(H)), G)
(id,λ⊗1)

//

(1⊗·,id)
��

B(l2(G) ⊗H)

δs⊗δt⊗h 7→δs⊗·(δt⊗h)
��

(1 ⊗ ε(l∞(G)⊗̄B(H)), G)
(1⊗id,1⊗λ⊗1)

//

(id,id)
��

B(l2(G) ⊗ l2(G) ⊗H)

V ∗·V
��

(1 ⊗ ε(l∞(G)⊗̄B(H)), G)
(1⊗id,λ⊗λ⊗1)

// B(l2(G) ⊗ l2(G) ⊗H)

(For a C*-algebra A ⊆ B(K ) the representation 1⊗ id : 1⊗A→ B(l2(G)⊗
K ) sends 1⊗a into the map defined by δs⊗k 7→ δs⊗ak.) For completeness
we show

W ∗(l∞(G)′ ∩B(H ))W ⊆ ε(l∞(G)⊗̄B(H)).

We have that (l∞(G)⊗̄C1B(H))
′ = l∞(G)′⊗̄B(H) = l∞(G)⊗̄B(H) where the

first equality is a special case of the commutation theorem. Since both ε and
W ∗ ·W map commutants to commutants it follows that

W ∗(l∞(G)′ ∩B(H ))W = ε
(
l∞(G)⊗̄C1B(H)

)′

= ε
(
(l∞(G)⊗̄C1B(H))

′
)

= ε(l∞(G)⊗̄B(H)).

Using Fells Absorption Principle II [9, Proposition 4.1.7] the map (1⊗ id)×
(λ ⊗ λ ⊗ 1) is unitarily equivalent to the regular representation and hence

2Remark: Do not think that π could be extended to a normal representation of (l∞(G)⋊
G)∗∗ and only the normality of π and not ρ could be used. This fails as the sequence of
finite sums of Er,r converges only weakly in l∞(G) to the unit. We do however not know
if the convergence also holds weakly in (l∞(G) ⋊ G)∗∗.
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is isometric with respect to the reduced norm ‖ · ‖λ. From the commuting
diagram it follows that id×U is isometric with respect to ‖ · ‖λ.

Theorem 3.4.7. Let (A,G) be a C*-dynamical system with G discrete. Sup-
pose the action is exact and satisfies the residual Rokhlin* property. Then A
separates the ideals in A⋊r G.

Proof. By Theorem 3.2.9 it is enough to show that the action of G on A has
the intersection property provided there exists a projection pe ∈ A′ ∩ (A∞)∗∗

such that

(i) pe ⊥ t.pe, t 6= e

(ii) For every a 6= 0 in A there exist t ∈ G such that a(t.pe) 6= 0.

From Remark 3.2.6 the intersection property is automatically fulfilled if every
representation of A⋊G, which is faithful on A, weakly contains the regular
representation of (A,G). Fix a covariant representation (π, u,H) of (A,G)
with π faithful. As every representation of A ⋊ G comes from a covariant
representation of (A,G), cf. [61, Proposition 2.40], it is sufficient to show
that π × u weakly contains the regular representation, i.e.

‖a‖λ ≤ ‖π × u(a)‖, a ∈ Cc(G,A).

Using the commuting diagram

A
� � //

� _

π

��

A∞
� � //

� _

π∞
��

(A∞)∗∗
� _

π∗∗

∞

��

G
u

// B(H) � � // B(H)∞
� � // (B(H)∞)∗∗ � � // B(H ),

where (B(H)∞)∗∗ is faithfully represented on a Hilbert space H and letting
u∗∗∞ be the composition of the maps in the lower part of the diagram, we get a
covariant representation (π∗∗

∞, u
∗∗
∞,H ) of ((A∞)∗∗, G), with π∗∗

∞ faithful, such
that

‖π∗∗
∞ × u∗∗∞(a)‖ = ‖π × u(a)‖, a ∈ Cc(G,A). (3.4.1)

Let R be the weak∗ closed algebra generated by {pt : t ∈ G} in (A∞)∗∗ with
the identity p, where pt := t.pe, t ∈ G. Define von Neumann algebras N ⊆M
and an action of G on N by

N := π∗∗
∞(R), M := π∗∗

∞(p)(B(H)∞)∗∗π∗∗
∞(p),

s.π∗∗
∞(a) := π∗∗

∞(s.a), a ∈ R, s ∈ G.
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Note that (N,G) ∼= (l∞(G), G), where G acts on l∞(G) by left translation.
With

U(t) := π∗∗
∞(p)u∗∗∞(t)π∗∗

∞(p), t ∈ G,

we get a group homomorphism U : G→ U(M) fulfilling that

U(t)fU(t)∗ = t.f, t ∈ G, f ∈ N.

Set B := N ′ ∩M . By Lemma 3.4.6, the representation

id×U : Cc(G,B) →M : bus 7→ bU(s), s ∈ G, b ∈ B,

is isometric with respect to the reduced norm on Cc(G,B), and hence extends
isometrically to

id ⋊rU : B ⋊r G→M.

Now consider the homomorphism ǫ : A → M, a 7→ π∗∗
∞(ap). For every a ∈ A

we have that ap commutes with the projection pt (since (ap)pt = apt = pta =
pt(pa) = pt(ap)) for t ∈ G. This implies that ap commutes with the elements
in R, and so ǫ(a) commutes with elements in N , i.e. ǫ(a) ∈ N ′ ∩M . We
conclude that ǫ has image contained in B.

By property (ii) the map a 7→ ap on A is faithful. As π∗∗
∞ is faithful

and the composition of faithful homomorphisms is faithful we conclude that
ǫ is faithful. Furthermore ǫ : A → B is equivariant and hence the canonical
homomorphism ǫ⋊r id : A⋊r G→ B ⋊r G is isometric.

When composing the two norm preserving maps id ⋊rU and ǫ ⋊r id we
obtain the following:

A⋊r G // B ⋊r G // M

a 7→ π∗∗
∞ × u∗∗∞(a)π∗∗

∞(p) a ∈ Cc(G,A)

It now follows that

‖a‖λ = ‖π∗∗
∞ × u∗∗∞(a)π∗∗

∞(p)‖ ≤ ‖π × u(a)‖, a ∈ Cc(G,A),

where the last inequality comes from (3.4.1). This completes the proof.

Remark 3.4.8. The ideas in Theorem 3.4.7 can be used to make more general
results concerning C*-dynamical systems with locally compact groups.

Corollary 3.4.9. Let (A,G) be a C*-dynamical system with G discrete. Sup-
pose the action is exact and there exists a projection pe ∈ A′ ∩ (A∞)∗∗ such
that
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(i) pe ⊥ t.pe, t 6= e

(ii) For every a ∈ A and every closed invariant projection q in the center
of A∗∗ with aq 6= 0 there exist t ∈ G such that aq(t.pe) 6= 0

Then A separates the ideals in A⋊r G

Proof. It is a general fact that, for every C*-dynamical system (B,G) with
G discrete and I ∈ I(B)G, we have the canonical equivariant inclusions B ⊆
B∞ and B ⊆ B∗∗. Further one has the decomposition B∗∗ = (B/I)∗∗ + I∗∗

with (B/I)∗∗ ∼= B∗∗qIB, where qIB is the biggest central projection in B∗∗

orthogonal to I (qIB is the orthogonal complement to the supporting open
central projection of I). Hence qIB is a closed invariant projection in the
center of B∗∗.

Fix I ∈ I(A)G and set B := A/I. Using the identification B∞ = A∞/I∞
we have the commuting diagram

A
� � //

��

A∗∗ � � //

·qI
A

��

(A∞)∗∗

·qI∞
A∞

��

B
� � // B∗∗ � � // (B∞)∗∗

Note that qIA ≤ qI∞A∞
as elements in (A∞)∗∗. This follows from the fact that

qIA is central in A∗∗ (and hence also central in (A∞)∗∗) and orthogonal to I
(and hence also orthogonal to I∞).

Define pIe := peq
I∞
A∞

∈ B′ ∩ (B∞)∗∗. We now show that the action satisfies
the residual Rokhlin* property by verifying

(i′) pIe ⊥ t.pIe, t 6= e

(ii′) For every b ∈ B with b 6= 0 there exist t ∈ G such that b(t.pIe) 6= 0.

Property (i′) follows easily from (i). To show (ii′) fix b ∈ B with b 6= 0.
By (ii) and the left part of the diagram we have elements a ∈ A and t ∈ G
such that b = a + I and aqIA(t.pe) 6= 0. From the right part of the diagram
b = aqI∞A∞

in (B∞)∗∗. As qIA ≤ qI∞A∞
we get that

b(t.pIe) = a(t.pe)q
I∞
A∞

= 0 in (B∞)∗∗ ⇒ a(t.pe)q
I∞
A∞

= 0 in (A∞)∗∗

⇒ aqIA(t.pe) = (a(t.pe)q
I∞
A∞

)qIA = 0 in (A∞)∗∗,

showing that b(t.pIe) 6= 0 and hence (ii′).

Remark 3.4.10. The condition (ii) of Corollary 3.4.9 can be replaced with
a weaker condition without changing the conclusion. It is sufficient to con-
sider only the closed invariant projections in the center of A∗∗ obtained as
complement of support projections of invariant ideals in A.
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3.5 Properly outer actions

We have shown in Theorem 3.3.7 and Theorem 3.4.7 that essential freeness
and the residual Rokhlin*-property are sufficient to ensure that A separates
the ideals in A⋊r G for a discrete exact group G acting on A.

We will now show a connection between essential freeness, residual Rokhlin*-
property and proper outerness.

Lemma 3.5.1. Let (A,G) be a C*-dynamical system with A abelian and G
discrete. If ϕ1, ϕ2 are orthogonal states on A and ǫ > 0 then there exist open
sets U1, U2 ⊆ X := Prim(A) ∼= Â such that

U1 ∩ U2 = ∅, 1 − ǫ ≤ µi(Ui),

where µi is the unique regular Borel measure on X corresponding to ϕi.

Proof. By [53, Definition 1.14.1] we have that ‖ϕ1 − ϕ2‖ = 2. Find a selfad-
joint element h ∈ A such that ‖h‖ ≤ 1 and 2 − ǫ ≤ (ϕ1 − ϕ2)(h). With

h := h+ − h−, h+, h− ≥ 0, h+h− = 0

it follows that 1 − ǫ ≤ ϕ1(h+) ≤ supn ϕ1(h
1/n
+ ) = µ1({x : h+(x) > 0}).

Similarly we get that 1 − ǫ ≤ µ2({x : h−(x) > 0}).
Lemma 3.5.2. Let (A,G) be a C*-dynamical system with A abelian, G dis-
crete and let ϕ be a state on A. For every t ∈ G such that ϕ is orthogonal
to t.ϕ, every ǫ > 0 and every open set U ⊆ X := Prim(A) ∼= Â there exists
an open set U ′ ⊆ U such that

U ′ ∩ t.U ′ = ∅, µ(U ′) ≥ µ(U) − ǫ,

where µ is the unique regular Borel measure on X corresponding to ϕ.

Proof. Assume having t ∈ G, ǫ > 0 and U ⊆ X open with the property that
ϕ is orthogonal to t.ϕ. Using Lemma 3.5.1 find open sets U1, U2 ⊆ X such
that

U1 ∩ U2 = ∅, 1 − ǫ

2
≤ µi(Ui),

where µ1 := µ and µ2 := t.µ = µ(t−1.( · )). Define

U ′′ := U1 ∩ t−1U2, U ′ := U ∩ U ′′.

Note that U ′ ⊆ U is open and disjoint from t.U ′. Using

µ(U) = µ(U ∩ U ′′) + µ(U ∩ U ′′c) ≤ µ(U ′) + µ(U ′′c)

µ(U ′′c) = µ((U1 ∩ t−1.U2)
c) ≤ µ1(U

c
1) + µ2(U

c
2) ≤ ǫ

one get the desired property µ(U) ≤ µ(U ′) + ǫ .
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Theorem 3.5.3. Let (A,G) be a C*-dynamical system with A abelian and
G countable. Then the following are equivalent

(i) The action of G on Â is topologically free.

(ii) There exists a projection pe ∈ A′ ∩A∗∗ (= Z(A∗∗)) such that

‖a
∑

t∈G

(t.pe)‖ = ‖a‖, pe ⊥ s.pe, s ∈ G \ {e}, a ∈ A.

In particular if the action is essentially free we obtain the residual Rokhlin*
property.

Proof. (i) ⇒ (ii): This direction works also in general for (A,G) with dis-
crete G (and A not necessary abelian and G not necessary countable): Let

F ⊆ Â denote the set of points in Â with trivial isotropy. By axiom of
choice we can find a subset H ⊆ F such that {t.H : t ∈ G} is a partition
of F . Recall that each von Neumann algebra canonically splits in the direct
sum Ndiscrete ⊕ Ncontinuous by the maximal central projection Cd such that
Ndiscrete := NCd is a discrete Type I von Neumann algebra. In particular,
for N := A∗∗, the minimal projections in the center Z(Ndiscrete) of Ndiscrete

corresponds to the unitary equivalence classes of irreducible representation
of A. In this way we get G-equivariant bijection between Â and the set
of minimal projections in Z(Ndiscrete), i.e. the center of A∗∗

discrete is naturally

isomorphic to l∞(Â) = c0(Â)∗∗, the bounded functions on Â equipped with
the discrete topology. In particular, this gives a one-to one correspondence
between subsets S ⊆ Â of Â and projections qS in the center of A∗∗, such
that t.qS = qt.S for t ∈ G. The projection

pe := qH

in the discrete part of A∗∗ satisfies the desired conditions giving (ii), because
the projection

∨
t∈G t.qH is the same as the projection qF corresponding to

F ⊆ Â, and ‖aqF‖ = ‖a‖ for all a ∈ A (because the irreducible representa-
tions in F are separating for A).

(ii) ⇒ (i): Identify A = C0(X) for X := Prim(A) ∼= Â and let F ⊆ X
be the subset of points in X with trivial isotropy, i.e. elements that are fixed
only by e ∈ G.

Set U := X\F̄ and pUe := peq, where q ∈ C0(X)∗∗ is the open invariant
projection corresponding to the invariant ideal C0(U) in C0(X) such that

C0(U)∗∗ ∼= C0(X)∗∗q, aq = a, a ∈ C0(U).
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Note that U = ∅ implies (i). Assuming U 6= ∅ we show U contains elements
with trivial isotropy, giving a contradiction. First we show pUe 6= 0. Using
that A is weakly dense in A∗∗ find an increasing net (ai) of positive norm
one elements in C0(U) weakly converging to q ∈ A∗∗. With p :=

∑
t∈G t.pe it

follows from (ii) that

1 = ‖ai‖ = ‖aip‖ = ‖aiqp‖.

Since pUe = 0 ⇒ qp = 0 ⇒ aiqp = 0, we get that pUe 6= 0.
Find a normal state ϕ∗∗ on C0(U)∗∗ with ϕ∗∗(pUe ) = 1 and let ϕ be

the restriction to C0(U). Now let µ be the regular Borel measure on U
corresponding to ϕ. Fix {t1, t2, . . . } := G \ {e} and ǫn = 2−(n+1), n ∈ N. We
now show, using induction, the existence of open sets Un ⊆ · · · ⊆ U1 ⊆ U
fulfilling that

Un ∩ tj .Un = ∅, j = 1, . . . ., n µ(Un) ≥ 1 − (ǫ1 + · · ·+ ǫn).

For any t 6= e the state ϕ is orthogonal to t.ϕ (since ϕ∗∗(pUe ) = 1 the pro-
jection pUe is larger that the support projection of ϕ and as pUe ⊥ t.pUe the
support projections of ϕ and t.ϕ are orthogonal).

For n = 1 we note that ϕ is orthogonal to t1.ϕ. Using Lemma 3.5.2 on
t1 ∈ G, ǫ1 > 0 and U ⊆ X there is an open set U1 ⊆ U such that

U1 ∩ t1.U1 = ∅, µ(U1) ≥ µ(U) − ǫ1 = 1 − ǫ1.

For n ≥ 1 we assume having the desired sets U1, . . . , Un. Using Lemma 3.5.2
on tn+1 ∈ G and ǫn+1 > 0 and Un ⊆ X one gets an open set Un+1 ⊆ Un with

Un+1 ∩ tn+1.Un+1 = ∅, µ(Un+1) ≥ µ(Un) − ǫn+1.

This implies the desired properties for Un+1. As µ(∩Un) = limn µ(Un) > 0
the set ∩Un is a non-empty subset in U consisting of elements with trivial
isotropy.

Remark 3.5.4. The property (ii) in Theorem 3.5.3 is different from either
the Rokhlin or Rokhlin* statements. However it is clear that property (ii)
in Theorem 3.5.3 implies the Rokhlin* property.

Remark 3.5.5. We have the following more general result:
If (A,G) is a C*-dynamical system with G discrete and if the action of G on

Â is essentially free, then (A,G) satisfy the residual Rokhlin* property. See
the proof of the direction (i) ⇒ (ii) in the proof of Theorem 3.5.3.
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As a corollary we get a particularly nice reformulation of when A separates
the ideals in A⋊rG in the case where the action is amenable. Recall that for
a transformation group (X,G) with X compact and G discrete the action is
called amenable if there exist a net of continuous maps mi : X → Prob(G)
such that for each s ∈ G,

lim
i→∞

(
sup
x∈X

‖s.mx
i −ms.x

i ‖1

)
= 0,

where s.mx
i (t) = mx

i (s
−1t).

Corollary 3.5.6. Let (A,G) be a C*-dynamical system with A unital, abelian
and G countable, discrete. Suppose the action is amenable. Then A separates
the ideals in A ⋊r G if and only if the action satisfy the residual Rokhlin*
property.

Proof. Assume A separates the ideals in A⋊rG. By Theorem 3.2.9 the action
of G of A satisfies the residual intersection property. By Lemma 3.2.5 this
can be reformulated in the following way. For every I ∈ I(A)G we have that

∀J ∈ I(A/I ⋊G) : π−1(π(J)) = J, J ∩ A = 0 ⇒ π(J) = 0,

where π is the canonical surjection A/I ⋊ G → A/I ⋊r G. By Proposition
2.2.4 π is an isomorphism. Using [3, Theorem 2] the action of G on A/I is
topologically free for every I ∈ I(A)G. Since G is countable, we obtain from

Remark 3.3.4 that the action of G on Â is essentially free. Using Theorem
3.5.3 we get the residual Rokhlin* property.

Conversely assume that the action satisfy the residual Rokhlin* property.
An amenable action is automatically exact, cf. Proposition 2.2.4. Hence A
separates the ideals in A⋊r G by Theorem 3.4.7.

Let (A,G) be a C*-dynamical system with G discrete. Recall that the
action, say α, of G on A is properly outer if αt is properly outer for every
t 6= e, cf. [40]. Let L(A,A) be the set of linear and bounded maps from
A into A. We have a natural isometric and linear map from L(A,A) to
L(A∞, A∞) given by

(
a 7→ Ta

)
→

(
(a1, a2, · · · ) + c0(A) 7→ (Ta1, Ta2, · · · ) + c0(A)

)

In particular, we get a natural unital monomorphism ψ : M(A) → M(A∞).
The σ((A∞)∗∗, (A∞)∗)-closure of A in (A∞)∗∗ is naturally W*-isomorphic to
A∗∗ via a natural (not necessarily unital) monomorphism κ : A∗∗ → (A∞)∗∗.

For a unitary u ∈ M(A) we let Ad(u)∞ : A∞ → A∞ denote the natural
automorphism (a1, a2, · · · ) + c0(A) 7→ (ua1u

∗, ua2u
∗, · · · ) + c0(A). Note that
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Ad(u)∞ is given by the inner automorphism Ad(U) : A∞ → A∞, b 7→ UbU∗

for the unitary U := ψ(u). We identify M(A∞) naturally with its image in
(A∞)∗∗ inducing Ad(U)∗∗ : (A∞)∗∗ → (A∞)∗∗, b 7→ UbU∗.

Lemma 3.5.7. Fix a unitary u ∈ M(A) and an automorphism α of A. With
q := κ(1A∗∗), U := ψ(u) and β := α∞ we have the following identities

β∗∗(q) = q and Ad(U)∗∗(b) = b for all b ∈ (A′ ∩ (A∞)∗∗)q.

Proof. The proof is a just an application of the two diagrams below.

A∗∗ α∗∗

//

κ

��

A∗∗

κ

��

M(A)

ψ
��

// A∗∗

κ

��

(A∞)∗∗
β∗∗

// (A∞)∗∗ M(A∞)
·q

// (A∞)∗∗

For an element b ∈ A′ ∩ (A∞)∗∗ = κ(A∗∗)′ ∩ (A∞)∗∗ we obtain that

Ad(U)∗∗(bq) = (Uq)b(Uq)∗ = κ(u)bκ(u∗) = bq.

Lemma 3.5.8. Let (A,G) be a C*-dynamical system with G discrete. As-
sume the action of G on A has the Rokhlin* property. Then for every sub-
group H in G and every H-invariant ideal I in A the restricted action of H
on I has the Rokhlin* property.

Proof. Using the equivalence relation s ∼H t ⇔ ∃h ∈ H : t = hs on G let F
be a subset of G with one element from each equivalent class. Further let p
be the supporting open central projection of I. Using the strong convergent
sum qe := κ(p)

∑
t∈F pt in I ′∩ (I∞)∗∗ it follows that the action of H on I has

the Rokhlin* property.

Theorem 3.5.9. Let (A,G) be a C*-dynamical system with G discrete. If
the action has the Rokhlin* property then it is automatically properly outer.

Proof. Assume the action α of G on A is not properly outer. Find t 6= e, an
〈αt〉-invariant ideal I in A and u ∈ M(I) such that

‖αt|I − Ad(u)‖ < 2.

By Lemma 3.5.8 it is sufficient to show that the action of 〈αt〉 on I does not
have the Rokhlin* property. Hence we can assume G = 〈αt〉 and A = I and
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show that the action of G on A does not have the Rokhlin* property. With
α := αt we have an automorphism α of A and a unitary u ∈ M(A) such that

‖α− Ad(u)‖ < 2.

Define q := κ(1A∗∗), U := ψ(u) and β := α∞ as in Lemma 3.5.7. The
linear map β∗∗ −Ad(U)∗∗ is equal to the natural extension (α−Ad(u))∗∗∞ of
α−Ad(u) ∈ L(A,A) to a bounded linear operator on (A∞)∗∗. In particular,
we get ‖β∗∗ − Ad(U)∗∗‖ < 2.

Assume there exist a projection pe ∈ A′ ∩ (A∞)∗∗ such that pe⊥β∗∗(pe).
With p := peq it follows from Lemma 3.5.7 that

Ad(U)∗∗(q) = q = β∗∗(q), Ad(U)∗∗(p) = p.

Since pq = qp = p we have that (2p− q)∗(2p− q) = q and hence

2‖β∗∗(p) − p‖ = ‖β∗∗(2p− q) − (2p− q)‖ < 2.

Note that p⊥β∗∗(p). This implies that ‖β∗∗(p)−p‖2 = ‖β∗∗(p)+p‖ ∈ {0, 1}.
It follows that p = 0. By definition of q and Lemma 3.5.7 we obtain

at.pe = t.(pet
−1.a) = t.(pet

−1.(qa)) = t.(peqt
−1.a) = 0, a ∈ A, t ∈ G.

The action of G on A does not have the Rokhlin* property.

Corollary 3.5.10. Let (A,G) be a C*-dynamical system with G discrete.
The properties

(i) The action of G on Â is topologically free.

(ii) The action of G on A has the Rokhlin* property.

(iii) The action of G on A is properly outer.

fulfills the implications (i) ⇒ (ii) ⇒ (iii). In addition if A is abelian and G
countable then we obtain the implication (iii) ⇒ (i) making all the conditions
equivalent.

Proof. (i) ⇒ (ii). We refer to the proof of Theorem 3.5.3 ((i) ⇒ (ii)).
(ii) ⇒ (iii). See Theorem 3.5.9.
(iii) ⇒ (i). Suppose a countable discrete group G acts by α on an abelian

C*-algebra A. Set X := Â and Ut := {x ∈ X : t.x 6= x}. If the action on
X is not topologically free there exist t 6= e such that Ut is not dense in X
(using that G is countable). Hence there exist an open non-empty subset V
in U c

t . Note that I := C0(V ) is in a natural way a αt-invariant ideal in A
fulfilling that t.x = x for all x ∈ V . In particular ‖αt|I − idI‖ = 0. Hence
the action is not properly outer.
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Remark 3.5.11. We know from the paper of Archbold and Spielberg [3] that

topological freeness of G on Â implies the action is properly outer, which is
also contained in Corollary 3.5.10.

If follows from the paper of Olesen and Pedersen [40, Lemma 7.1] (or of
Kishimoto [34]), that for a properly outer action on a separable C*-algebra A
we obtain that for b ∈ (A⋊G)+ and ε > 0 there exist x ∈ A+ with ‖x‖ = 1,
‖xbx − xE(b)x‖ < ε and ‖xE(b)x‖ > ‖E(b)‖ − ε.

An inspection of the proof of their Theorem 7.2 gives that the latter
observation implies that any closed ideal J of A ⋊ G with J ∩ A = {0}
must be contained in the kernel of π : A ⋊ G → A ⋊r G (in particular the
intersection property holds).

We can apply this in a similar way to all quotients, and get the following
result: Let G be a discrete group acting by α on a separable C*-algebra A. If
[αt]I : A/I → A/I is properly outer for every G-invariant closed ideal I 6= A
and every t ∈ G \ {e}, then we obtain the residual intersection property.
Thus, if in addition the action of G on A is exact, then A separates the
ideals in A⋊r G, by Theorem 3.2.9.
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Chapter 4

The non-simple case

This chapter contains the work on non-simple purely infinite crossed prod-
ucts. Using the work on ideal structure of reduced crossed products we are
able to extend some of the previous the work on locally contracting actions
and n-filling actions introduced in [36] and [27].

4.1 Cuntz relation and conditional expecta-

tion

Let (A,G) be a C*-dynamical system with G discrete. Recall that the action
is exact if every invariant ideal in A induces a short exact sequence at the
level of reduced crossed products, cf. Definition 2.2.3, and that A separates
the ideals in A ⋊r G if the map J 7→ J ∩ A, J ∈ I(A ⋊r G) is injective, cf.
Definition 3.2.4.

Proposition 4.1.1. Let (A,G) be a C*-dynamical system with G discrete.
Suppose that A separates the ideals in A⋊rG. Then A⋊rG is purely infinite
if and only if the non-zero elements in A+ are properly infinite (viewed as
elements in A⋊r G) and E(a) - a for every a ∈ (A⋊r G)+.

Proof. Suppose that A⋊r G is purely infinite. Then every non-zero element
in A+ is properly infinite cf. [31, Theorem 4.16]. Fix now a non-zero element
a ∈ (A⋊r G)+. By Theorem 3.2.9 we have that E(a) = Ideal[a]. Using A is
purely infinte we obtain that E(a) - a.

Now suppose that every non-zero elements in A+ is properly infinite and
E(a) - a for every a ∈ (A ⋊r G)+. Since the action of G on A is exact it
follows that a ∈ Ideal[E(a)] for a ∈ (A⋊r G)+, cf. Proposition 3.2.1. Using
[31, Proposition 3.5 (ii)] we obtain that a - E(a) for a ∈ (A⋊r G)+. By the
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inequalities
a⊕ a - E(a) ⊕ E(a) - E(a) - a

in A ⋊r G, we conclude that A ⋊r G is purely infinite, cf. [31, Theorem
4.16].

Remark 4.1.2. If follows from the proof of Proposition 4.1.1 that when the
group G is exact and every non-zero element in A+ is properly infinite (with
respect to A⋊r G) then A⋊r G is purely infinite provided that

E(a) - a, a ∈ (A⋊r G)+.

This last condition is automatic in many cases of interest (cf. Theorem 4.2.4).

Remark 4.1.3. In the proof of Proposition 4.1.1 exactness of the action of G
on A is used to obtain the property that

a - E(a), a ∈ (A⋊r G)+.

It is unclear when this property is valid. A partial answer is presented below:

Proposition 4.1.4. Let (A,G) be a C*-dynamical system with G discrete.
For every a ∈ Cc(G,A) the hereditary sub-C*-algebra in A⋊rG generated by
E(a∗a) contains a∗a. In particular a∗a - E(a∗a).

Proof. Fix an element a =
∑

t∈G atut in Cc(G,A). We have the identities

aa∗ =
∑

t,s∈G

(atut)(asus)
∗, E(aa∗) =

∑

t∈G

ata
∗
t .

Let B be the hereditary sub-C*-algebra in A⋊rG generated by E(aa∗) and let
(eλ) be an approximative identity for B. Using that 0 ≤ ata

∗
t ≤ E(aa∗) ∈ B

for t ∈ G we have that ata
∗
t ∈ B and hence we have the convergence eλat → at

(in norm) for t ∈ G.
Fix t, s ∈ F . Form the inequality

‖eλ(atut)(asus)∗eλ − (atut)(asus)
∗‖ ≤ ‖at‖‖eλas − as‖ + ‖as‖‖eλat − at‖,

we obtain that (atut)(asus)
∗ ∈ B. Hence aa∗ ∈ B. From [31, Proposition 2.7

(ii)] we conclude aa∗ - E(aa∗).
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4.2 Sufficient conditions

A C*-algebra A has the ideal property, abbreviated (IP), if projections in A
separate ideals in A, i.e., whenever I, J are ideals in A such that I * J , then
there is a projection in I \ (I ∩ J), cf. [41, Remark 2.1].

Let (A,G) be a C*-dynamical system with G discrete, exact such that the

action of G on Â is essentially free. As we have seen in Theorem 3.3.7 these
properties imply that A separates the ideals in A⋊r G. If A furthermore is
separable and has property (IP) we will show that A ⋊r G is purely infinite
if and only if the non-zero elements in A+ are properly infinite viewed as
elements in A⋊r G.

Lemma 4.2.1. Let (A,G) be a C*-dynamical system with G discrete. As-
sume that A separates ideals in A⋊r G and that A has property (IP). Then
the crossed product A⋊r G has property (IP).

Proof. Let K,L be ideals in A ⋊r G such that K * L. We have that K =
I ⋊r G and L = J ⋊r G for I := K ∩ A, J := L ∩ A, cf. Proposition 3.1.2.
Note that I * J (since I ⊆ J ⇒ K = Ideal[I] ⊆ Ideal[J ] = L). By property
(IP) there is a projection p in I \ (I ∩ J). We have that p ∈ I ⊆ K but also
p /∈ L (since p ∈ L⇒ p ∈ L ∩ A = J). Therefore p ∈ K \ (K ∩ L).

Lemma 4.2.2. Let (A,G) be a C*-dynamical system with G discrete. As-
sume that every non-zero element in A+ is properly infinite with respect to
A ⋊r G and that A has property (IP). Then for every I ∈ I(A)G and every
non-zero a ∈ (A/I)+ there exists a projection q ∈ A such that q + I 6= I and
q + I - a with respect to A/I ⋊r G.

Proof. Fix an arbitrary I ∈ I(A)G and write a = f + I ∈ (A/I)+ for some
f ∈ A+. With J = IdealA[f ] we have that J * I. As A has property (IP)
there is a projection q ∈ A such that q ∈ J \(J∩I). We obtain that q+I 6= I.

Using that f ∈ A+ is a properly infinite positive element (with respect
to A ⋊r G) and q ∈ J ⊆ IdealA⋊rG[f ] it follows that q - f with respect
to A ⋊r G. This relation is preserved under the canonical homomorphisms
ρ⋊r id : A⋊r G→ A/I ⋊r G implying the relation q+ I - a with respect to
A/I ⋊r G, cf. [31, p. 643].

Lemma 4.2.3. Let (A,G) be a C*-dynamical system with A separable and

G discrete. If the action of G on Â is essentially free, then for every I ∈
I(A)G and every non-zero b ∈ (A/I ⋊r G)+ there exists a non-zero element
a ∈ (A/I)+ such that a - b.
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Proof. Fix an arbitrary I ∈ I(A)G, I 6= A and non-zero b ∈ (A/I⋊rG)+. By

Remark 3.5.11 essential freeness of the action on Â implies that the induced
action of G on A/I is properly outer. Define c = b/‖E(b)‖ and ǫ = 1/4. By
Remark 3.5.11 (using that A is separable) there exist x ∈ (A/I)+ satisfying
that

‖x‖ = 1, ‖xE(c)x− xcx‖ ≤ ǫ, ‖xE(c)x‖ ≥ ‖E(c)‖ − ǫ. (4.2.1)

With a := f2ǫ(xE(c)x) = (xE(c)x − 2ǫ)+ we claim that 0 6= a - xcx. The
element a is non-zero because ‖xE(c)x‖ > 2ǫ and a - xcx since ‖xE(c)x −
xcx‖ < 2ǫ, cf. [49, Proposition 2.2]. As c ∼ b we obtain that xcx ∼ xbx - b
with respect to A/I ⋊r G implying that a - b.

Theorem 4.2.4. Let (A,G) be a C*-dynamical system G discrete and exact.

Suppose that the action of G on Â is essentially free and A is separable and
has the property (IP). Then the following statements are equivalent

(i) The non-zero elements in A+ are properly infinite with respect to the
crossed product A⋊r G.

(ii) The C*-algebra A⋊r G is purely infinite.

(iii) Every non-zero hereditary sub-C*-algebra in any quotient of A ⋊r G
contains an infinite projection.

Proof. (ii) ⇔ (iii). By Lemma 4.2.1 the reduced crossed product A⋊rG has
property (IP). The equivalence is obtained by [41, Proposition 2.1].

(ii) ⇒ (i). Proposition 4.1.1 (or [31, Theorem 4.16]).
(i) ⇒ (iii). Fix a non-zero hereditary sub-C*-algebra B in the quotient

of A⋊r G by some ideal J in A ⋊r G. We will show that B contains an
infinite projection.

By essential freeness of the action on Â and exactness of G we have the
identification

(A⋊r G)/J = (A/I) ⋊r G,

for I := J ∩ A, cf. Proposition 3.3.7. Fix now a non-zero positive element b
in B. By Lemma 4.2.3 there exist a non-zero element a ∈ (A/I)+ such that
a - b with respect to A/I ⋊r G. From Lemma 4.2.2 we can find a projection
q ∈ A such that q + I 6= I and q + I - a with respect to A/I ⋊r G. By the
transitivity of - if follows that q + I - b with respect to A/I ⋊r G. From
the comment after [31, Proposition 2.6] we can find z ∈ A/I ⋊r G such that
q + I = z∗bz. With v = b1/2z ∈ A/I ⋊r G it follows that

v∗v = z∗bz = q + I, p := vv∗ = b1/2zz∗b1/2 ∈ B

84



Now q is non-zero and properly infinite (in A ⋊r G), so q and hence p, are
infinite (infiniteness of projections is preserved under von Neumann equiva-
lence).

4.3 Actions on the Cantor set

Recall that a C*-algebra A has real rank zero provided that every self-adjoint
element can be approximated arbitrarily well by a self-adjoint element with
finite spectrum, cf. [8]. For an abelian C*-algebra A = C0(X) the following
properties are equivalent:

(i) The space X has a basis of clopen sets.

(ii) The C*-algebra A has property (IP).

(iii) The C*-algebra A has real rank zero.

We immediately obtain

Lemma 4.3.1. Let (A,G) be a C*-dynamical system with A = C0(X) abelian
and G discrete. Assume that X has a basis of clopen sets. Then for every
I ∈ I(A)G and every non-zero a ∈ (A/I)+ there exist a projection q ∈ A
such that q + I 6= I and q + I - a with respect to A/I ⋊r G.

Proof. By [8, Theorem 3.14] A has real rank zero if and only if I and A/I
has real rank zero and every projection in A/I lift to a projection in A.

In the abelian case the result in Lemma 4.2.3 can be slightly strengthen.

Lemma 4.3.2. Let (A,G) be a C*-dynamical system with A = C0(X) abelian
and G discrete. If the action of G on X is essentially free, then for every
I ∈ I(A)G and every non-zero b ∈ (A/I ⋊r G)+ there exists a non-zero
element a ∈ (A/I)+ such that a - b.

Proof. Follow the proof of Lemma 4.2.3. The separability requirement in the
proof can be omitted by an application of [19, Proposition 2.4] instead of the
use of Remark 3.5.11.

Theorem 4.3.3. Let (A,G) be a C*-dynamical system with A = C0(X) and
with G discrete and exact. Suppose that the action of G on X is essentially
free and that X has a basis of clopen sets. Then the following statements are
equivalent

(i) Every non-zero projections in A/I is infinite (with respect to A/I⋊rG)
for every invariant ideal I in A.
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(ii) Every non-zero projections in A is properly infinite (with respect to
A⋊r G).

(iii) The C*-algebra A⋊r G is purely infinite.

Proof. (iii) ⇒ (ii). Every non-zero projection in any purely infinite C*-
algebra is properly infinite.

(ii) ⇒ (i). Use real rank zero of A to lift a projection in A/I to a
projection in A, cf. [8, Theorem 3.14].

(i) ⇒ (iii). Fix a non-zero hereditary sub-C*-algebra B in the quotient
of A⋊r G by some ideal J in A ⋊r G. We remind that the implication
(iii) ⇒ (ii) of Theorem 4.2.4 is valid for any C*-algebra, cf. [31, Proposition
4.7]. Hence we only need to show that B contains an infinite projection.

By essential freeness of the action on X and exactness of G we have the
identification

(A⋊r G)/J = (A/I) ⋊r G,

for I := J ∩ A, cf. Theorem 3.3.7. Fix now a non-zero positive element b
in B. By Lemma 4.3.2 there exist a non-zero element a ∈ (A/I)+ such that
a - b with respect to A/I ⋊r G. From Lemma 4.3.1 we can find a projection
q ∈ A such that q + I 6= I and q + I - a with respect to A/I. By the
transitivity of - if follows that q + I - b with respect to A/I ⋊r G. From
the comment after [31, Proposition 2.6] we can find z ∈ A/I ⋊r G such that
q + I = z∗bz. With v = b1/2z ∈ A/I ⋊r G it follows that

v∗v = z∗bz = q + I, p := vv∗ = b1/2zz∗b1/2 ∈ B

We now only need to show that the projection p ∈ B is infinite. As q+ I 6= I
we have by assumption (i) that q + I ∈ A/I is an infinite with respect to
A/I ⋊r G. Since p ∼ q + I we conclude that p is infinite.

Corollary 4.3.4. Let (A,G) be a C*-dynamical system with A = C(X)
abelian unital and with G discrete and exact. Suppose that the action of G
on X is essentially free and X has a basis of clopen τX-paradoxical sets.
Then C(X) ⋊r G is purely infinite.

Remark 4.3.5. Let (X,G) be a transformation group with G countable (ex-
act)1 and X the Cantor set. Then the conditions in [27, Theorem 1.2] auto-
matically imply that the actions of G on X is essentially free and that X has
a basis of clopen τX-paradoxical sets, cf. Remark 2.6.1. The main difference

1A small change of the formulation of Corollary 4.3.4 would allow us to remove the
requirement ”exact” in this paragraph.
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is that the requirements in [27, Theorem 1.2] forces the crossed product to
be simple. This is not the case in Corollary 4.3.4.

We conclude that for this special family of transformation groups (men-
tioned in the privies sentence) our work extends the result of Jolissaint and
Robertson to non-simple reduced crossed products.

Remark 4.3.6. Let (X,G) be a transformation group with G discrete and
X the Cantor set. Then the conditions in Proposition 2.6.3 automatically
imply that for every closed invariant subset Y of X and every Y -clopen
subset U of Y there exist Y -open subsets U1, U2 . . . , Un ⊆ U and elements
t1, t2, . . . , tn ∈ G such that2

n⋃

i=1

Ui = U,
n⊔

i=1

ti.Ui ( U, tk.Uk ∩ tl.Ul = ∅ (k 6= l)

By Theorem 4.3.3 we obtain that C(X) ⋊r G is purely infinite. We leave
this as an exercise. Hence Theorem 4.3.3 generalizes Proposition 2.6.3 (that
consider local boundary actions) for actions on the Cantor set.

Remark 4.3.7. Let (X,G) be a transformation group with G countable and
X the Cantor set such that all non-zero projections in C(X) are properly
infinite viewed as elements in C(X) ⋊G. One might expect that

C(X) ⋊G simple ⇒ C(X) ⋊G purely infinite.

This is indeed true. Using Corollary 4.3.4 (together with Proposition 2.2.4,
[3, Theorem 2] and Remark 3.3.4) the implication above can be shown by
verifying that

exactness, regularity, C(X) separates ideals ⇒ C(X) ⋊G purely infinite.

We remind that exactness and regularity of the action of G on C(X) and
the property that C(X) separates the ideals in C(X) ⋊ G are all necessary
conditions to obtain simplicity of C(X) ⋊G, cf. Corollary 2.1.3

4.4 Necessary conditions

It seems a difficult task i general to find properties of a dynamical system
necessary to ensure a crossed product is purely infinite. Here we present
one necessary conditions valid for any transformation group (G,X) with G
discrete.

2We use
⊔

to emphasize the union is disjoint.
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Proposition 4.4.1. Let (G,X) be a transformation group with G discrete.
If C0(X) ⋊r G is purely infinite then for every non-empty clopen subset U of
X there exist t 6= e in G such that U ∩ t.U 6= ∅.

Proof. Fix p := 1U and A := C0(X). Since A⋊rG is purely infinite if follows
by [31, Theorem 4.16] that p is properly infinite and hence (cf. Lemma 2.3.7)
we can find x, y ∈ A⋊r G such that

p = x∗x = y∗y, xx∗⊥yy∗ ≤ p.

Find sequences (xn), (yn) in Cc(G,A) such that

xn = pxnp, ‖x∗nxn − p‖ ≤ 3/n, ‖xn‖ ≤ 2, ‖x∗nyn‖ ≤ 3/n,

yn = pynp, ‖y∗nyn − p‖ ≤ 3/n, ‖yn‖ ≤ 2.

Simply find x′n ∈ Cc(G,A) such that ‖x′n − x‖ < 1/n, then set xn = px′np.
Similar method can be used to find yn. Neither (xn) or (yn) can be a normal
sequence. We can therefore assume that

xn =
∑

t∈Fn

ft,nut ∈ Cc(G,A), |Fn| > 1,

for suitable non-zero functions ft,n ∈ A. Since xn = pxnp if follows that

∑

t∈Fn

(ft,n − 1Uft,n1t.U)ut = 0.

We obtain that 0 6= ft,n = 1t.U∩Uft,n and hence that t.U ∩ U 6= ∅ for any
t ∈ Fn, n ∈ N.

Remark 4.4.2. By Proposition 4.4.1 we have that there are no non-zero pro-
jection p ∈ C0(X) such that

t.p ⊥ p, t 6= e,

for any purely infinite crossed product C0(X) ⋊r G with G discrete.
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Chapter 5

Traceless C*-algebras

This chapter presents our work on the relation between traceless and purely
infinite crossed products. The main result is an application of the previews
results on non-simple purely infinite crossed products.

5.1 The monoid S(X,G,E)

A semigroup is a non-empty set S together with a commutative operation
+ which satisfies closure and associative law. A semigroup with an identity
element, i.e an element 0 ∈ S such that 0 + x = x + 0 = x for all x ∈ S is
called a monoid. A monoid (S,≤) endowed with a (reflexive and transitive)
preorder ≤ is called a preordered monoid.

Let (S,≤) be a preordered monoid. A state f on S is a map f : S → [0,∞]
which respects + and ≤ and fulfills that f(0) = 0. A state is called non-
trivial if it takes a value different from 0 and ∞. The monoid S is purely
infinite if 2x ≤ x for every x ∈ S. The monoid S is almost unperforated if,
whenever x, y ∈ S and n,m ∈ N are such that nx ≤ my and n > m, one has
that x ≤ y.

Let (G,X) be a transformation group with G discrete. By a subalgebra
we mean a collection of subsets of X containing ∅, X and closed under finite
union, intersection and complement. An invariant subalgebra E ⊆ P(X)
further fulfills that t.E ∈ E for every E ∈ E and t ∈ G. Let E be a
invariant subalgebra of P(X). We write S(X,G,E) for type semigroup of the
induced action of G on E, where only pieces in E can by used to witness the
equidecomposability of sets in E, cf. [60, p.116]. More precisely S(X,G,E)
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is the set (1) {
n⊔

i=1

Ai × {i} : Ai ∈ E, n ∈ N

}
/
∼S ,

where the equivalence relation ∼S is defined as follows: Two arbitrary sets
A :=

⊔n
i=1Ai× {i} and B :=

⊔m
j=1Bj × {j} are equivalent, denoted A ∼S B

if there exist l ∈ N and elements (Ak, tk, nk, mk)k=1,...,l such that

A =
l⊔

k=1

Ak × {nk}, B =
l⊔

k=1

tk.Ak × {mk}, Ak ∈ E, tk ∈ G.

The equivalence class containing A is denoted [A] and the addition is defined
by the identity

[A] + [B] := [

n+m⊔

k=1

Ak × {k}], An+j = Bj , j = 1, . . . , m.

The semigroup S(X,G,E) has the identity 0S := ∅ and it is equipped with
the algebraic preorder (x ≤ y if y = x+z for some z). This makes S(X,G,E)
into a preordered monoid.

5.2 Constructing a trace

Here we show how a state on the monoid S(X,G,E) can be lifted to an
invariant measure on (X,B(X)) and then to a ”quasi-trace” on the crossed
product C(X) ⋊r G.

Lemma 5.2.1. Let (G,X) be a transformation group with G discrete and
X compact. Let E denote the family of clopen subsets of X fulfilling that
σ(E) = B(X). Every non-trivial state on S(X,G,E) lifts to an invariant
measure on (X,B(X)) such that 0 < µ(F ) <∞ for some F ∈ E.

Proof. Define µ : E → [0,∞] by

µ(F ) := f([F ]), F ∈ E.

We show that µ is a premeasure in the sense of [20, p.30]. We trivially have
that µ(∅) = f(0) = 0. Let (Fi)

∞
1 be a sequence in E of disjoint sets such that

F :=
⊔∞

1 Fi ∈ E . Since F is compact there exist n ∈ N with the property
that the sets F1, . . . , Fn from the sequence (Fi)

∞
1 cover F . As the sets are

1We use
⊔

to emphasize that the union is disjoint.
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disjoint we have that Fi = ∅ and hence µ(Fi) = 0 for every i > n. We obtain
that

µ(

∞⊔

1

Fi) = µ(

n⊔

1

Fi) = f([

n⊔

1

Fi]) = f(

n∑

1

[Fi]) =

n∑

1

µ(Fi) =

∞∑

1

µ(Fi).

By [20, Theorem 1.14], µ extends to a measure µ̄ on B(X) given by

µ̄(F ) = inf

{
∞∑

1

µ(Fi) : (Fi)
∞
1 ⊆ E and F ⊆

∞⋃

1

Fi

}
, F ∈ B(X).

The existence of a clopen subset F of X such that 0 < µ̄(F ) < ∞ follows
from the fact that f is non-trivial.

We now show that µ̄ does the trick. We only need to show that µ̄ is
invariant. For F ∈ E and t ∈ G we have that µ(F ) = f([F ]) = f([t.F ]) =
µ(t.F ). Now let F ∈ B(X) and t ∈ G. We claim that µ̄(t.F ) ≤ µ̄(F ). Let
(Fi)

∞
1 be a sequence in E such that F ⊆ ⋃∞

1 Fi. From

µ̄(t.F ) = inf

{
∞∑

1

µ(Hi) : (Hi)
∞
1 ⊆ E and t.F ⊆

∞⋃

1

Hi

}

≤
∞∑

1

µ(t.Fi) =
∞∑

1

µ(Fi),

we obtain the desired inequality µ̄(t.F ) ≤ µ̄(F ). Together with µ̄(t−1.(t.F )) ≤
µ̄(t.F ) we have that µ̄(t.F ) = µ̄(F ). Hence µ̄ is invariant.

Before we show the second step let us recall a few definitions. A quasi-
trace on a C*-algebra A is a function τ : A+ → [0,∞] which satisfies τ(d∗d) =
τ(dd∗) for all d ∈ A and τ(a + b) = τ(a) + τ(b) for all commuting elements
a, b ∈ A+, cf. [5, Definition 2.22]. A quasi-trace τ is said to be:

• a 2-quasi-trace if it extends to a quasi-trace τ2 on M2(A) with τ2(a ⊗
e1,1) = τ(a) for all a ∈ A+,

• non-trivial if it takes a value different from 0 and ∞,

• lower semi-continuous if τ(a) ≤ lim infn τ(an) for every sequence (an)
in A+ converging to a,

A C*-algebra is said to be traceless if it admits no non-trivial lower semi-
continuous 2-quasi-trace. A purely infinite C*-algebra is always traceless, cf.
[5, 31, 32].
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Lemma 5.2.2. Let (G,X) be a transformation group with G discrete, count-
able and X compact. Let µ be an invariant measure on (X,B(X)) such that
0 < µ(F ) < ∞ for some clopen subset F of X. Then τ : a 7→

∫
E(a)dµ, a ∈

(C(X)⋊rG)+ is a non-trivial lower semi-continuous 2-quasi-trace on C(X)⋊r

G.

Proof. Let π :=
∑

ϕ∈S(A) ⊕πϕ be the universal representation of the C*-

algebra A := C(X) on H :=
∑

ϕ∈S(A) ⊕Hϕ, cf. [28, p.281]. Recall that

the regular representation of Cc(G,A) on H = l2(G,H), denoted π̃ × λ, is
defined by

π̃(a)δt,ξ = δt,π(t−1.a)ξ, λ(s)δt,ξ = δst,ξ, a ∈ A, s ∈ G, ξ ∈ H,

where δt,ξ ∈ H is the map s 7→ δt,sξ ∈ H (δt,s is the Kronecker delta).
Recall that the conditional expectation E : A⋊rG→ A can be defined using
the contraction Ẽ : B(H ) → B(H), T 7→ V ∗

e TVe, where we use the maps
Vs : H → H , ξ 7→ δs,ξ and V ∗

s : H → H, δt,ξ 7→ δt,sξ. More precisely we have
the identity

π(E(x)) = Ẽ(π̃ × λ(x)), x ∈ A⋊r G.

With Ẽs : B(H ) → B(H), T 7→ Ẽ(Tλ(s−1)) we get (as λ(s−1)Ve = Vs−1)
that

Ẽ(TT ∗) =
∑

s∈G

V ∗
e TVs−1V ∗

s−1T ∗Ve =
∑

s∈G

Ẽs(T )Ẽs(T )∗, T ∈ B(H ),

where the convergence is in strong operator topology. With x ∈ A ⋊r G we
get that π(Es(x

∗)) = π(s.Es−1(x))∗ and hence

π(E(xx∗)) =
∑

s∈G

π(|Es(x)|2), π(E(x∗x)) =
∑

s∈G

π(s−1.|Es(x)|2).

Fix a state ϕ in the state space S(A) on A and let ξ ∈ H =
∑

ϕ∈S(A) ⊕Hϕ be
the element with only one non-zero entry xϕ, that is the cyclic vector for πϕ,
at index ϕ. Applying 〈·ξ, ξ〉 on the (strongly and hence) weakly convergent
sum, we obtain the norm convergent sum

ϕ(E(xx∗)) =
∑

s∈G

ϕ(|Es(x)|2), ϕ(E(x∗x)) =
∑

s∈G

ϕ(s−1.|Es(x)|2).

Since the point evaluation is a state on A we have that the sum
∑

s∈G |Es(x)|2
is pointwise (by Dini’s theorem also uniformly) convergent to E(xx∗). Hence

∫
E(xx∗)dµ = lim

F⊆G finite

∫ ∑

s∈F

|Es(x)|2dµ

= lim
F⊆G finite

∫ ∑

s∈F

s−1.|Es(x)|2dµ =

∫
E(x∗x)dµ.
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Using the identity 0 < µ(F ) = τ(1F ) < ∞ we obtain that τ is a non-trivial
quasi-trace. We now show that τ is locally lower semi-continuous, i.e.

τ(a) = sup
t>0

τ((a− t)+), a ∈ (A⋊r G)+.

Fix a ∈ (A⋊rG)+. Since ((a−1/n)+)n is an increasing sequence converging to
a, the increasing sequence (E((a−1/n)+))n converges to E(a). We conclude
that

lim
n
τ((a− 1/n)+) = lim

n

∫
E((a− 1/n)+)dµ =

∫
E(a)dµ = τ(a).

It is easy to see that supt>0 τ((a− t)+) = supn τ((a− 1/n)+) since τ is order
preserving.

By construction we have that τ(a + b) ≤ 2(τ(a) + τ(b)) for every a, b ∈
(A ⋊r G)+. This implies, cf. [5, Proposition 2.24], that τ is a lower semi
continuous 2-quasi-trace.

Theorem 5.2.3. Let (C(X), G) be a C*-dynamical system with G discrete,
countable, exact and X the Cantor set. Let E denote the family of clopen
subsets of X. Suppose the action of G on X is essentially free. Consider the
properties

(i) The semigroup S(X,G,E) is purely infinite.

(ii) Every clopen subset of X is τX-paradoxical.

(iii) The C*-algebra C(X) ⋊r G is purely infinite.

(iv) The C*-algebra C(X) ⋊r G is traceless.

(v) There are no non-trivial states on S(X,G,E).

Then
(i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v).

Further if S(X,G,E) is almost unperforated we have that (v) ⇒ (i) making
all the properties equivalent.

Proof. (i) ⇒ (ii). Let E ∈ E be given. Using that 2[E] ≤ [E] we have that
2[E] + [F ] = [E] for some [F ] ∈ S(X,G,E). This implies that the two copies
of E, say E =

⊔n
i=1Ai =

⊔n+m
i=n+1Ai, Ai ∈ E, can be moved by the group

(when applying possibly different group elements on each Ai, i = 1, . . . , n+m)
to give a family of pairwise disjoint subsets of E. We obtain that E is E-
paradoxical. Since E ⊆ τX the set E is τX-paradoxical.
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(ii) ⇒ (iii) Corollary 4.3.4.
(iii) ⇒ (iv) We refer to [5, 31, 32].
(iv) ⇒ (v) Suppose f is a non-trivial state on the algebraically preordered

monoid S(X,G,E). Since E is an invariant subalgebra of P(X) consisting of
countably2 many sets we obtain that B(X) = σ(E). To see this use the fact
that every open subset of X is a countable union of clopen sets and hence
belongs to σ(E). By Lemma 5.2.1 there exists an invariant Borel measure µ
on X and a clopen subset F of X such that 0 < µ(F ) < ∞. Using Lemma
5.2.2 the map τ : a 7→

∫
E(a)dµ is a non-trivial lower semi-continuous 2-

quasi-trace on C(X) ⋊r G.
(v) ⇒ (i). Suppose that the algebraically preordered monoid S :=

S(X,G,E) is not purely infinite. Find an element x ∈ S such that 2x � x.
We claim that (n + 1)x � nx for every n ∈ N. This follows from the fact
that if (n + 1)x ≤ nx for some n ∈ N then 2nx ≤ nx. Using that S is
almost unperforated this would imply 2x ≤ x giving a contradiction. From
[60, Theorem 9.1] we have a semigroup homomorphism f : S → [0,∞] such
that f(x) = 1. In particular f respects + and ≤ and f(0) = 0. Hence f is a
non-trivial state on S.

Remark 5.2.4. Let (X,G) be a transformation group with G discrete and X
the Cantor set. Let E denote the family of clopen subsets of X. It would be
interesting to known when S(X,G,E) is almost unperforated. An example
one might consider is the transformation group (X,G) constructed in the
proof of Proposition 2.5.6.

When considering the algebraically preordered monoid S(G,G,P(G))
Tarski made a remarkable observation: Any discrete group G is non-amenable
if and only if S(G,G,P(G)) is purely infinite, cf. [60, Theorem 9.1]. Hence
S(G,G,P(G)) is almost unperforated for every discrete non-amenable group.

2The cylinder subsets of {0, 1}N form a countable family of clopen sets.
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