
1 StatLearn Theoretical exercise 1

Let X denote an n × p matrix, p ≤ n, and let y ∈ Rn. We assume that the columns of X
have empirical mean zero and assume that y has empirical mean zero. We further assume
that X is not identically zero. Define, for any λ > 0, RSSλ(β) = ‖y −Xβ‖22 + λ‖β‖22 and
t = min{‖β‖22|XtXβ = Xty}.

Exercise 1.1. With X = UDVt being the Singular Value Decomposition of X, U being
n× p with orthonormal columns, D being p× p diagonal and V being p× p orthogonal, and
β̂(λ) being the unique minimizer of RSSλ, show that

‖β̂λ‖22 =

p∑
i=1

D2
ii

(D2
ii + λ)2

(ytUi)
2,

where Ui is the i’th column of U.

Solution. We know from our results on ridge regression that

β̂λ = (XtX + λIp)
−1Xty

= ((UDVt)tUDVt + λIp)
−1(UDVt)ty

= (VDUtUDVt + λIp)
−1VDUty

= VVt(VD2Vt + λIp)
−1VDUty

= VV−1(VD2Vt + λIp)
−1(Vt)−1DUty

= V(Vt(VD2Vt + λIp)V)−1DUty

= V(D2 + λIp)
−1DUty.

Now, for any vector x ∈ Rp, we have ‖Vx‖22 = (Vx)tVx = xtVtVx = xtx = ‖x‖22 from
orthogonality of V. In particular,

‖β̂λ‖22 = ‖(D2 + λIp)
−1DUty‖22

= ((D2 + λIp)
−1DUty)t(D2 + λIp)

−1DUty

= ytUD(D2 + λIp)
−2DUty.

Now, with A = D(D2 + λIp)
−2D, A is p× p diagonal with diagonal entries D2

ii(D
2
ii + λ)−2,

and we therefore obtain

‖β̂λ‖22 = ytUAUty

=

p∑
i=1

p∑
j=1

(ytU)iAij(U
ty)j

=

p∑
i=1

D2
ii

(D2
ii + λ)2

(ytU)i(U
ty)i

=

p∑
i=1

D2
ii

(D2
ii + λ)2

(ytUi)
2.
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Exercise 1.2. Define s : [0,∞)→ R by s(λ) = ‖β̂λ‖22. Prove that s(λ) < t for all λ > 0 and
that s is continuous and strictly decreasing, with limλ→∞ s(λ) = 0.

Solution. First note that using the Singular Value Decomposition of X, we find

t = min{‖β‖22|XtXβ = Xty}
= min{‖Vtβ‖22|D2Vtβ = DUty}
= min{‖β‖22|D2β = DUty}
= min{‖β‖22|for all i such that Dii 6= 0 : βi = D−2ii (DUty)i}.

The requirements on β are now reduced to equations in βi when Dii 6= 0. Therefore, the
minimum is attained by putting the remaining coordinates of β equal to zero, yielding

t =
∑

i:Dii 6=0

(D−2ii (DUty)i)
2 =

∑
i:Dii 6=0

D2
ii

D4
ii

(ytUi)
2.

Now fix λ > 0. As X is not identically zero, D is not identically zero, and we then immediately
obtain

s(λ) =

p∑
i=1

D2
ii

(D2
ii + λ)2

(ytUi)
2 < t.

Furthermore, as λ 7→ x2

x2+λ is continuous and strictly decreasing, s is continuous and strictly
decreasing, and we have

lim
λ→∞

s(λ) = lim
λ→∞

p∑
i=1

D2
ii

(D2
ii + λ)2

(ytUi)
2 =

p∑
i=1

lim
λ→∞

D2
ii

(D2
ii + λ)2

(ytUi)
2 = 0.
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Exercise 1.3. Show that the problem of minimizing β 7→ ‖y −Xβ‖22 subject to ‖β‖22 ≤ s(λ)

has a unique solution given by β̂λ.

Solution. We first show that β̂λ is an argument solution to the constrained minization
problem. We have ‖β̂λ‖22 = s(λ), and for any β with ‖β‖22 ≤ s(λ), we obtain the two
inequalities

‖y −Xβ‖22 + λ‖β‖22 ≥ ‖y −Xβ̂λ‖22 + λ‖β̂λ‖22
‖β‖22 ≤ ‖β̂λ‖22,

which together imply ‖y −Xβ̂λ‖22 ≤ ‖y −Xβ‖22, so that β̂λ is a solution of the constrained
minimization problem. Conversely, assume that β∗λ is a solution to the constrained mini-

mization problem, we want to show that β∗λ is equal to β̂λ, so that β̂λ is the unique solution
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argument to the constrained minimization problem. As ‖β∗λ‖22 ≤ s(λ) and ‖β̂λ‖22 = s(λ), we
have

‖y −Xβ̂λ‖22 ≥ ‖y −Xβ∗λ‖22
‖β∗λ‖22 ≤ ‖β̂λ‖22,

so that ‖y−Xβ∗λ‖22+λ‖β∗λ‖22 ≤ ‖y−Xβ̂λ‖22+λ‖β̂λ‖22. Therefore, β∗λ is a solution argument of
the penalized minimization problem. As the penalized minimization problem has the unique
solution β̂λ, we conclude β∗λ = β̂λ. Finally, we conclude that the constrained minimization

problem has the unique solution argument β̂λ. �

Exercise 1.4. Show that

tr X(XtX + λIp)
−1Xt =

p∑
i=1

D2
ii

D2
ii + λ

,

and show that the trace is always less than or equal to p, and strictly less than p if λ > 0.

Solution. We have

tr X(XtX + λIp)
−1Xt = tr UDVt((UDVt)tUDVt + λIp)

−1(UDVt)t

= tr UDVt(VDUtUDVt + λIp)
−1VDUt

= tr UDV−1(VD2Vt + λIp)
−1(Vt)−1DUt

= tr UD(Vt(VD2Vt + λIp)V)−1DUt

= tr UD(D2 + λIp)
−1DUt

= tr DUtUD(D2 + λIp)
−1

= tr D2(D2 + λIp)
−1,

and as the matrix in the trace is diagonal with diagonal entries D2
ii(D

2
ii + λ)−1, this proves

the expression for the trace. As λ 7→ x2

x2+λ is decreasing, the trace is less than p. As the
mapping is strictly decreasing whenever x 6= 0, and D is nonzero, the trace is strictly less
than p if λ > 0. �
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