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A codon-based model designed to describe lentiviral evolution is developed. The model incorporates unequal base compositions in the three codon positions and selection against the CpG dinucleotide within codons to account for a deficit of this dinucleotide exhibited by lentiviral genes. The model is, to a large extent, able to account for the pattern of codon usage exhibited by the HIV1 genes gag, pol, and env, in spite of its parameter paucity. The model is extended to a similar model which operates on pentets (codons and their neighboring bases). The results obtained by the pentet model establish the importance of depression of CpGs across codon boundaries as well as within codons. The goodness of fit of the CpG depression model to the observed evolution in pairwise alignments of HIV1 sequences is assessed. The model provides a significantly better description of the observed evolution than the simpler models examined. The parameter estimates indicate that part of the unusually large biases in nucleotide frequencies observed in HIV1 genes is caused by selection against CpGs. We find that the estimates of expected numbers of substitutions, of transitions to transversions, and of synonymous to nonsynonymous substitution rates are robust to CpG depression, whereas the ratio of CpG-generating substitutions to other substitutions is strongly influenced by the choice of model.

Introduction

During the last decades, an increasing effort has been devoted to the development of statistical models for the evolutionary analysis of DNA sequences. A statistical approach clarifies the analysis because the assumptions of a method are explicitly stated and may be checked and because the reliability of the results obtained from an analysis may be evaluated.

The simplest models of the substitution processes in DNA sequences assume that the evolutionary processes in the different nucleotide sites are independent and identical and that the substitution process at each site is a Markov process defined by a rate matrix $Q$ (see Zharkikh 1994 for a review). The simplest rate matrices, such as that suggested by Jukes and Cantor in 1969, assume that the different kinds of substitutions occur at the same rate. The Kimura two-parameter model (Kimura 1980) allows the rates of substitutions by transitions and transversions to differ—a widespread phenomenon (Kimura 1983, pp. 90–97). Both of these classical models made the implicit assumption of a uniform base composition. Felsenstein (1984) and Hasegawa, Kishino, and Yano (1985) suggested extensions of Kimura’s model which relaxed this assumption. They suggested models where the substitution rates of a nucleotide $x$ are assumed to be proportional to the equilibrium frequency of the nucleotide, $\pi_x$, where $x \in \{A, C, G, T\}$. Biased nucleotide compositions are found in many organisms (van Hemert and Berkhout 1995; Baumann 1996). More recently, the assumption of identical substitution processes in the different sites in an alignment has been relaxed to the extent that each site may be assigned a site-specific rate of substitution. Yang (1993) assumed that the rates of substitutions in the different sites were drawn independently from a $\Gamma$ distribution, whereas Felsenstein and Churchill (1996) assigned the rates to the sites by a hidden Markov model. Extending a model to allow for rate variation does not alter the equilibrium frequencies assumed by the model.

More complicated models have been developed for the analysis of coding sequences. In general, synonymous substitutions accumulate at a much higher rate than nonsynonymous substitutions (Kimura 1983, pp. 90–97). Whether a nucleotide substitution is synonymous or nonsynonymous depends on the nucleotides that occupy the other positions of the codon at the instant of the substitution. Therefore, the substitution processes in the nucleotide sites of a codon cannot be independent. Rate matrices defined at the codon level, rather than at the nucleotide level, distinguish between synonymous and nonsynonymous substitutions and allow a description of the deviations from independence. The substitution process in codon-based models is thus described by a $64 \times 64$ (or $61 \times 61$, if stop codons are excluded) rate matrix in which the entry $q_{ij}$ is defined as the rate at which codon $j$ is substituted for codon $i$. The rates of substitution in the codon-based models given by Muse and Gaut (1994) are

$$q_{ij} = \begin{cases} \mu \pi_{(i)} & \text{if codons } i \text{ and } j \text{ encode the same amino acid} \\ v \pi_{(i)} & \text{if codons } i \text{ and } j \text{ encode different amino acids} \\ 0 & \text{if codons } i \text{ and } j \text{ differ by multiple substitutions,} \end{cases}$$

and those of Goldman and Yang (1994) are

$$q_{ij} = \begin{cases} \alpha f_i e^{-d_{am,am}/T} & \text{if codons } i \text{ and } j \text{ differ by a transition} \\ \beta f_i e^{-d_{am,am}/T} & \text{if codons } i \text{ and } j \text{ differ by a transversion} \\ 0 & \text{if codons } i \text{ and } j \text{ differ by multiple substitutions,} \end{cases}$$
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Here, \((j)\) denotes the nucleotide in codon \(j\) where codon \(i\) and \(j\) differ and \(\pi_{ij}^{(j)}\) is the equilibrium frequency of this nucleotide. The Grantham distance between the amino acids \(aa_i\) and \(aa_j\) is \(d_{aa_i,aa_j}\), and \(V\) is a general variability parameter. The equilibrium frequency of the codon \(j\) is \(f_j\). The models do not eliminate the possibility that a codon, through time, is substituted by a codon which differs at more than one site, but this is modeled as a series of single nucleotide substitutions. The models represent two extremes in terms of parametrization in that the Muse and Gaut substitutions: an extremely high frequency of the A nucleotide is, to a large extent, accommodated in the model. We extend the model to a similar model that operates on pentets, i.e., the five nucleotides of a codon and its two neighboring sites, rather than three consecutive nucleotides, and we compare the performance of different versions of this model with respect to their abilities to account for the pentet frequencies observed in HIV1 genes. We analyze three coding regions in each of three pairwise alignments of HIV1 sequences using three versions of our codon-based model. Maximum-likelihood estimates obtained under the three models are compared, and we examine how well the models fit the data. Finally, the assessment of genetic distances by our model is compared to that of simpler models.

### Methods

Lentiviral genes are characterized by two features: an extremely high frequency of the A nucleotide (up to 40% of the RNA genome [van Hemert and Berkhout 1995]) and an extremely low level of the CpG dinucleotide (Berkhout and van Hemert 1994). The computational complexity increases with the number of parameters, and so does the probable error in the estimates of the parameters (Huelsenbeck and Rannala 1997). The use of too simplified a model may lead to biased results (Zharkikh 1994). Modeling is therefore a balancing act: on one side weighs the demand for simplicity, while on the other side weighs the demand for complexity. Simplicity secures computational feasibility and minimal error estimates. Sufficient complexity is needed to assure reliable results.

We develop a codon-based model designed to describe lentiviral evolution. By incorporating features that are characteristic for lentiviral genes, we arrive at a relatively prudent model which, in spite of its simplicity, performs remarkably well. Rather than introducing an equilibrium frequency parameter for each codon (as in the Goldman and Yang model), we elaborate upon the frequency structure of the Muse and Gaut model. The ability of this new model to describe the codon frequencies observed in HIV1 genes is compared to that of simpler models, and we find that the extreme codon bias exhibited by lentiviruses is, to a large extent, accommodated in the model. We extend the model to a similar model that operates on pentets, i.e., the five nucleotides of a codon and its two neighboring sites, rather than three consecutive nucleotides, and we compare the performance of different versions of this model with respect to their abilities to account for the pentet frequencies observed in HIV1 genes. We analyze three coding regions in each of three pairwise alignments of HIV1 sequences using three versions of our codon-based model. Maximum-likelihood estimates obtained under the three models are compared, and we examine how well the models fit the data. Finally, the assessment of genetic distances by our model is compared to that of simpler models.

### Table 1

Nucleotide Frequencies in the Three Codon Positions of the Sequence HIV3202A12

<table>
<thead>
<tr>
<th>Codon position</th>
<th>A</th>
<th>C</th>
<th>G</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2, 3</td>
<td>0.338</td>
<td>0.196</td>
<td>0.316</td>
<td>0.150</td>
</tr>
<tr>
<td>2, 3, 1</td>
<td>0.334</td>
<td>0.226</td>
<td>0.208</td>
<td>0.232</td>
</tr>
<tr>
<td>3, 1, 2</td>
<td>0.424</td>
<td>0.156</td>
<td>0.228</td>
<td>0.192</td>
</tr>
</tbody>
</table>

Note:—The frequencies given are for all genes pooled.

### Table 2

Dinucleotide Frequencies in Codon Positions 1 and 2, 2 and 3, and 3 and 1, in Each of the Genes gag, pol, and env, in the Sequence HIV3202A12

<table>
<thead>
<tr>
<th></th>
<th>AA</th>
<th>AC</th>
<th>AG</th>
<th>AT</th>
<th>CA</th>
<th>CC</th>
<th>CG</th>
<th>CT</th>
<th>GA</th>
<th>GC</th>
<th>GG</th>
<th>GT</th>
<th>TA</th>
<th>TC</th>
<th>TG</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>gag</strong></td>
<td>(1,2)</td>
<td>59</td>
<td>28</td>
<td>43</td>
<td>39</td>
<td>45</td>
<td>31</td>
<td>3</td>
<td>19</td>
<td>55</td>
<td>39</td>
<td>25</td>
<td>9</td>
<td>15</td>
<td>19</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>(2,3)</td>
<td>64</td>
<td>18</td>
<td>48</td>
<td>38</td>
<td>59</td>
<td>24</td>
<td>5</td>
<td>25</td>
<td>41</td>
<td>21</td>
<td>30</td>
<td>12</td>
<td>49</td>
<td>15</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>(3,1)</td>
<td>61</td>
<td>34</td>
<td>91</td>
<td>26</td>
<td>35</td>
<td>25</td>
<td>3</td>
<td>15</td>
<td>38</td>
<td>20</td>
<td>44</td>
<td>12</td>
<td>34</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td><strong>pol</strong></td>
<td>(1,2)</td>
<td>117</td>
<td>53</td>
<td>51</td>
<td>86</td>
<td>72</td>
<td>49</td>
<td>1</td>
<td>33</td>
<td>106</td>
<td>54</td>
<td>65</td>
<td>64</td>
<td>29</td>
<td>11</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>(2,3)</td>
<td>148</td>
<td>35</td>
<td>57</td>
<td>84</td>
<td>102</td>
<td>27</td>
<td>2</td>
<td>36</td>
<td>59</td>
<td>10</td>
<td>53</td>
<td>31</td>
<td>115</td>
<td>31</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>(3,1)</td>
<td>132</td>
<td>62</td>
<td>173</td>
<td>57</td>
<td>58</td>
<td>18</td>
<td>4</td>
<td>23</td>
<td>48</td>
<td>31</td>
<td>50</td>
<td>21</td>
<td>68</td>
<td>44</td>
<td>62</td>
</tr>
<tr>
<td><strong>env</strong></td>
<td>(1,2)</td>
<td>100</td>
<td>51</td>
<td>49</td>
<td>64</td>
<td>46</td>
<td>25</td>
<td>0</td>
<td>30</td>
<td>59</td>
<td>42</td>
<td>46</td>
<td>48</td>
<td>16</td>
<td>21</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>(2,3)</td>
<td>76</td>
<td>29</td>
<td>39</td>
<td>77</td>
<td>63</td>
<td>27</td>
<td>10</td>
<td>39</td>
<td>44</td>
<td>18</td>
<td>39</td>
<td>35</td>
<td>77</td>
<td>29</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>(3,1)</td>
<td>85</td>
<td>46</td>
<td>85</td>
<td>44</td>
<td>58</td>
<td>15</td>
<td>4</td>
<td>26</td>
<td>42</td>
<td>27</td>
<td>41</td>
<td>22</td>
<td>79</td>
<td>13</td>
<td>64</td>
</tr>
</tbody>
</table>
bias toward the A nucleotide is more pronounced in third codon position than in first and second codon positions. Low frequencies of CpG are not restricted to neighboring positions within a codon but extend to pairs involving third and first positions of adjacent codons. Tables 1 and 2 show the extent of these biases for a typical sequence.

The molecular mechanism responsible for the generation of the A-rich genomes is unknown (Berkhout and van Hemert 1994). The depletion of CpG dinucleotides has been linked to the effect of methylation (Coulondre and Miller 1978) in that C nucleotides are more prone to methylation when placed in a CpG dinucleotide. The level of methylation of a gene has been found to be negatively correlated with the level of gene expression, and Shpaer and Mullins (1990) argued that the low levels of CpG in lentiviral genes are due to selection against CpGs rather than to a mutational bias.

The high A frequency and the CpG depression is mirrored in the pattern of codon usage in lentiviruses. Among synonymous codons, the A-rich codons are used more frequently than the A-poor codons. Codons that contain a CpG dinucleotide are virtually absent from lentiviral genes (van Hemert and Berkhout 1995). Codon counts for the three genes gag, pol, and env in the sequence HIV3202A12 are given in table 3. In regions of overlapping reading frames and in regions where genes overlap with long terminal repeats, the frequencies of A and CpG are less extreme. This is consistent with the hypothesis of selection against CpGs, because other functional constraints may limit the selection pressure in such regions (Shpaer and Mullins 1990).

The Model

We assume that the substitution processes in the codons are independent, identical Markov processes at equilibrium. The Markov process is defined by the rate matrix $Q$, with entries $q_{ij}$ defined below. The nucleotide frequencies in the three codon positions are different, and we let the rate at which a nucleotide in codon position $k$ is substituted by a nucleotide $i_k$ be proportional to $\pi_{i_k}$, where $i_k \in \{A, C, G, T\}$, $\pi_A + \pi_C + \pi_G + \pi_T = 1$, and $k = 1, 2, 3$. We distinguish between a transition rate coefficient $\alpha$ and a transversion rate coefficient $\beta$. The rates of substitutions that lead to amino acid changes are modified relative to those that do not by multiplication of a selection pressure factor $f$. When $f > 1$, amino acid substitutions are promoted, and when $f < 1$, synonymous substitutions are favored. In a similar way, we allow for selection against the CpG dinucleotide by multiplying the rates that correspond to the generation of a CpG by the factor $1/\lambda$ and those that correspond to the loss of a CpG by $\lambda$. Entries that correspond to an unaltered CpG status are left untouched. If $\lambda > 1$, CpGs are selected against. If $\lambda < 1$, CpGs are selected for. If $\lambda = 1$, selection on CpGs vanishes.

Thus, the rate of substitution, $q_{ij}$, from a codon $i$ to a different codon $j$, is defined as follows:

$$q_{ij} = \begin{cases} \alpha \pi_{i_k} & \text{transition, synonymous, CpG status unchanged} \\ \beta \pi_{i_k} & \text{transversion, synonymous, CpG status unchanged} \\ f\alpha \pi_{i_k} & \text{transition, nonsynonymous, CpG status unchanged} \\ f\beta \pi_{i_k} & \text{transversion, nonsynonymous, CpG status unchanged} \\ \lambda \alpha \pi_{i_k} & \text{transition, synonymous, CpG lost} \\ \lambda \beta \pi_{i_k} & \text{transversion, synonymous, CpG lost} \\ \lambda f \alpha \pi_{i_k} & \text{transition, nonsynonymous, CpG lost} \\ \lambda f \beta \pi_{i_k} & \text{transversion, nonsynonymous, CpG lost} \\ \lambda^{-1} \alpha \pi_{i_k} & \text{transition, synonymous, CpG generated} \\ \lambda^{-1} \beta \pi_{i_k} & \text{transversion, synonymous, CpG generated} \\ \lambda^{-1} f \alpha \pi_{i_k} & \text{transition, nonsynonymous, CpG generated} \\ \lambda^{-1} f \beta \pi_{i_k} & \text{transversion, nonsynonymous, CpG generated} \\ 0 & \text{the codons } i \text{ and } j \text{ differ at multiple sites} \end{cases}$$

where $(j)$ is the nucleotide in codon $j$, which is different from that of codon $i$, and $k$ is the codon position at which the codons differ. We omit the rows and columns that correspond to stop codons from the rate matrix. This is equivalent to using a rate matrix in which the entries that correspond to substitutions to and from stop codons are multiplied by factors of $1/\tau$ and $\tau$, respectively, where $\tau$ is assigned the value $\infty$. The diagonal entries of the rate matrix $Q = \{q_{ij}\}$ are given by requiring that rows sum to zero. We refer to this model as the CpG depression codon-based model.

The rate of substitution from codon ACC to ACG is thus $(1A)\beta \pi_G^2$, since the two codons differ by a transversion (factor $\beta$), both codons encode threonine (no factor $f$), a CpG is generated (factor $1/\lambda$), and the substitution is to a G at codon position 3 (factor $\pi_3^G$). Note that in addition to substitutions between codons with no CpG, the substitution from the codon CCG to the codon CGG, or vice versa, also leaves the CpG status unchanged ($f \beta \pi_G^2$ and $f \beta \pi_G^2$, respectively).

Equilibrium Frequencies

The importance of the equilibrium frequencies postulated by a model can be illustrated by considering the following example. Assume that we have two almost identical sequences and that we want to test if a model is able to describe the evolutionary process that generated these sequences. Assume that the model postulates that the substitution processes in the individual codons are independent, identical Markov processes at equilibrium. Since the sequences are almost identical, the observation matrix for all possible pairs of codons in the alignment will have almost no nonzero entries, except along the diagonal. Consequently, the likelihood-maxi-
mization problem under the model, that is, the maximization of the function

\[
L = \prod_{(i,j) \in C} p(t)_{i,j}^{n_{ij}},
\]

where \( C \) is the set of possible codon patterns, \( p(t)_{i,j} \) is the probability of observing the pattern \((i,j)\) after time \( t \), and \( n_{ij} \) is the number of times the pattern \((i,j)\) is observed, will be similar to a multinomial almost identical, \( p(t)_{i,j} \) is the equilibrium frequency of the codon \( i \) and \( P(t)_{i,j} \) is the \( i,j \)th entry in the transition probability matrix, then \( p(t)_{i,i} = \pi_i P(t)_{i,i} \). When the sequences analyzed are almost identical, \( P(t)_{i,j} \) is very close to 1, and therefore, \( p(t)_{i,i} \) is approximately equal to the equilibrium frequency of codon \( i \), \( \pi_i \). A test of goodness of fit of the model, e.g., by the test suggested by Goldman (1993), will result in a clear-cut rejection if the equilibrium frequencies postulated by the model do not adequately describe the frequencies observed in the sequences. Although sequences analyzed differ at a larger proportion of the sites than indicated in the above example, a significant proportion of the sites in an alignment will typically be constant sites (otherwise one would be rather reluctant to accept the alignment!), and thus the performance of a model, as judged by its goodness of fit in general, will depend strongly on the assumptions of the model regarding equilibrium frequencies.

All of the models mentioned, including the CpG depression codon-based model, are reversible models. That is, they satisfy that \( \pi_i g_{ij} = \pi_j g_{ji} \), where \( \pi_i \) is the equilibrium frequency of the nucleotide or codon \( i \), and \( g_{ij} \) is the \( i,j \)th entry in the rate matrix. Only parameters that appear asymmetrically about the diagonal of a rate matrix in a reversible model affect the equilibrium frequencies. Parameters that are symmetrically distributed are merely local linear transformations of the time scale on which substitution rates are measured. For instance, the Jukes and Cantor and the Kimura two-parameter models for nucleotide substitutions have no asymmetrically distributed parameters, and the equilibrium frequencies of each of the nucleotides are therefore \( \frac{1}{4} \). In the more complex nucleotide substitution matrices, such as that suggested by Felsenstein (1984) and Hasegawa, Kishino, and Yano (1985), the \( \pi_i \) parameters are asymmetrically distributed and are the nucleotide equilibrium frequencies. In Muse and Gaut’s codon-based model, only the \( \pi_k \) parameters are asymmetrically distributed, and the equilibrium frequency of the codon \( ijk \) is \( \pi_i \pi_j \pi_k \), for \( i,j,k \in \{ A, C, G, T \} \). The equilibrium frequency of the codon \( m \) in Goldman and Yang’s model is \( \pi_m \)—again, these are the only nonsymmetrically distributed parameters.

In the CpG depression codon-based model, the \( \lambda \) and the \( \pi^k \) parameters are asymmetrically distributed. By solving for the codon equilibrium frequencies, in this model we get the equilibrium frequency of codon \( ijk \) as \( \kappa \pi_1 \pi_2 \pi_3 \) if the codon contains a CpG dinucleotide and \( \lambda^k \kappa \pi_1 \pi_2 \pi_3 \) if the codon contains no CpG dinucleotide, where \( i_k \in \{ A, C, G, T \} \), \( k = 1, 2, 3 \), and \( \kappa \) is the normalizing constant that makes the equilibrium codon frequencies add to 1:

\[
\kappa = \frac{1}{\lambda^2(1 - \pi_1^2 \pi_2^2 + \pi_2^2 \pi_3^2) - \Pi_{stop} + (\pi_1^2 \pi_2^2 + \pi_2^2 \pi_3^2 + \pi_3^2 \pi_1^2)}. \]

When \( \lambda = 1 \), the equilibrium frequency of any codon \( ijk \) is \( \pi_1 \pi_2 \pi_3 / (1 - \Pi_{stop}) \), as would be the case for an extended version of Muse and Gaut’s model, in which the three codon positions were allowed to have different sets of nucleotide equilibrium frequencies. The larger \( \lambda \) is, the smaller are the frequencies of CpG-containing codons.

In the CpG depression codon-based model the parameter \( \pi^k \), \( i_k \in \{ A, C, G, T \} \), \( k = 1, 2, 3 \) is not the equilibrium frequency of the nucleotide \( i_k \) in codon position \( k \). By summing the equilibrium frequencies of all
codons that have a given nucleotide at a given position, we find the following equilibrium nucleotide frequencies:

\[
A = \frac{\kappa \lambda^2 \pi_A^1 \gamma_1}{\kappa \lambda^2 \pi_A^2 + \frac{1}{\lambda^2} \pi_A^2 \pi_A^3 \delta_1}, \\
C = \frac{\kappa \lambda^2 \pi_C^2 \gamma_1}{\kappa \lambda^2 \pi_C^1 \gamma_1 \delta_1}, \\
G = \frac{\kappa \lambda^2 \pi_G^3 \gamma_1}{\kappa \lambda^2 \pi_G^2 \gamma_1 \delta_1}, \\
T = \frac{\kappa \lambda^2 \pi_T^1 \gamma_1}{\kappa \lambda^2 \pi_T^2 \gamma_1 \delta_1},
\]

where

\[
\gamma_1 = 1 - \pi_C^1 \pi_G^1, \\
\delta_1 = 1 - \frac{1}{\lambda^2} \pi_A^2 \pi_A^3,
\]

The equilibrium frequency of A in codon position 1 is a weighed average of the equilibrium frequencies of the two general types of codons: ACG and A(nonCG), where the weights are determined by the codon equilibrium frequencies of these types of codons. When \(\lambda = 1\), the equilibrium frequency of the nucleotide A in the first position is \(\pi_A^1\) (except for the usual effect of the stop codon frequencies in the normalizing constant). If \(\lambda\) is large, the codons without CpGs will weigh more heavily than those with CpGs in the determination of the overall equilibrium frequency of a nucleotide.

**Results**

Expected Versus Observed Codon Frequencies in HIV1 Genes

Below, we compare \(\chi^2\) tests of goodness of fit of the observed to expected codon counts for the CpG depression codon-based model, \(H_{\text{CpG}}\), and the simpler model obtained when \(\lambda\) is restricted to be equal to 1, \(H_{\text{CpG}}\). The expected codon counts under a model are found by inserting the maximum-likelihood estimates obtained under a model that hypothesizes that codons are multinomially distributed, \(m(n, \pi)\), where \(n\) is the number of codons in the gene considered and \(\pi\) is the vector of equilibrium frequencies under the model, in the expression for the codon equilibrium frequencies and multiplying by \(n\).

Tests were performed on each of the gag, pol, and env genes for each of the complete HIV1 genome sequences that were available from the HIV sequence database in Los Alamos, N. M., at the time. A total of 26 sequences, with genes annotated, was obtained. Stop codons and regions of the genes in which there was overlap with other genes were excluded from the analysis. The number of codons in the single-coding region(s) of the gag, pol, and env genes are approximately 500, 900, and 700, respectively.

The sequences are highly correlated due to common ancestry, and therefore the results for the different sequences are quite similar. In table 4, \(\chi^2\) test statistics obtained for the genes in the sequence HIV3202A12 are given, along with the maximum-likelihood estimate obtained for the parameter \(\lambda\) (\(\lambda\) only appears in the codon equilibrium frequencies as \(\lambda^2\)). Means, maximum and minimum values of \(\chi^2\) test statistics, and estimates of \(\lambda^2\) for the analyses performed on all the sequences are presented here as well.

The increase in fit obtained by allowing CpGs to be depressed is quite impressive: \(\chi^2\) values are reduced by one- to two-thirds as a consequence of the extension of the model by a single parameter, \(\lambda\). The \(\chi^2\) statistics are still quite large, however, in that they should be compared with the \(\chi^2(51)\) and \(\chi^2(50)\) distributions for the fixed and the free \(\lambda\) models, respectively. The 95th percentiles in these models are 68.7 and 67.5. Even with CpG depression, the codon-based model is still rejected for the three genes, although the short gene gag is just at the border of rejection. Selection against CpG-containing codons is common to the three genes analyzed, although the force of the selection differs. Selection against CpGs is strongest in the pol gene. The estimates obtained for \(\lambda^2\) in the different genes vary considerably between sequences.
In order to better understand the role of the \( \lambda \) parameter in the determination of the expected codon equilibrium frequencies under the CpG depression codon-based model, it is instructive to take a look at the maximum-likelihood estimate of \( \lambda \), or rather, \( \lambda^2 \). Under the model of multinomially distributed codon counts, \( m(n, \pi) \), where \( \pi \) is the vector of codon equilibrium frequencies expected under the model and \( n \) is the total number of codons in a studied sequence, an expression for the maximum-likelihood estimate of \( \lambda^2 \) may be found explicitly in terms of the \( \pi_i \) parameters and the observed numbers of codons as

\[
\hat{\lambda}^2(\pi) = \frac{K_2}{K_1},
\]

where

\[
K_1 = \frac{\sum_{CG} x_{iiijj} / x_{iijj} \ldots}{(\pi_i^2 \pi_j^2 + \pi_i^1 \pi_j^1)}
\]
\[
K_2 = \frac{\sum_{not CG} x_{iiijj} / x_{iijj} \ldots}{1 - (\pi_i^2 \pi_j^2 + \pi_i^1 \pi_j^1) - \Pi_{\text{stop}}}
\]

\( K_1 \) is the ratio of the observed frequency to the expected frequency (when independence of neighboring positions are assumed) of codons that contain a CpG dinucleotide, and \( K_2 \) is the similar ratio for codons that do not contain a CpG. When this expression for \( \lambda^2 \) is inserted in the expected codon equilibrium frequencies, we get \( K_1 \pi_i^1 \pi_j^2 \pi_k^3 \) if the codon contains a CpG dinucleotide and \( K_2 \pi_i^1 \pi_j^2 \pi_k^3 \) if the codon contains no CpG dinucleotide. The increase in fit is thus obtained because the CpG depression model allows expected frequencies of CpG-containing codons to be decreased relative to the rest of the codons and simultaneously the estimates of the \( \pi_i^k \) to be determined primarily by the more frequent codons. Figure 1 shows the observed CpG-containing codon counts and the counts expected under the models \( H_{-\text{CpG}} \) and \( H_{-\text{CpG}} \).

### A CpG Depression Pentet-based Model

The dinucleotide counts shown in table 2 suggest that CpG depression is a feature that is equally important between and within codons. Further improvement in the description of codon equilibrium frequencies is likely to be obtained with a model that allows the equilibrium frequency of a codon to depend on the neighbor codons. In particular, equilibrium frequencies of codons that are preceded by C-ending codons are expected to be different from those that are preceded by non-C ending codons, since the frequency of the G nucleotide in the first codon position in these codons is likely to differ. A similar pattern is expected for the C nucleotide in the third position in that its frequency depends on whether it is followed by G- or a non-G- starting codon. We measure the effect of the CpG dinucleotide depression at codon boundaries by adopting a pentet approach. In this approach, a pentet \( i_1i_2i_3i_4i_5 \) is thought of as a codon \( i_2i_3i_4 \) and its immediate nucleotide neighbors, \( i_1 \) and \( i_5 \), on each side. We consider three models, expressed as hypotheses \( H_1 \), \( H_2 \), and \( H_3 \), of the rate matrices operating on pentets. These models extend the idea behind the matrix that defines the CpG depression codon-based model. The first matrix incorporates no CpG depression, corresponding to the codon model with \( \lambda = 1 \). In the second matrix, only entries in the matrix corresponding to the generation or loss of a CpG within the three codon sites are modified, and this corresponds to the codon model with a freely varying \( \lambda \). The third matrix is the full pentet model, and all entries corresponding to the generation or loss of a CpG within a pentet are modified—those where a CpG is generated or lost within the codon positions, as well as those in which a CpG is generated or lost at codon boundaries, that is, in dinucleotide sites \( i_1i_2 \) and \( i_3i_4 \). Since the first position in a pentet is also the last position in the preceding codon and the last position in a pentet is also the first position of the following codon, the frequency parameters were forced to be equal in the first and fourth pentet positions and in the second and fifth pentet positions, i.e., \( \pi_i^1 = \pi_i^3 \) and \( \pi_i^2 = \pi_i^5 \), \( i \in \{A, C, G, T\} \). As in the CpG depression codon-based model, the pentet models thus contain three sets of nucleotide frequencies.

In addition to the models \( H_1 \), \( H_2 \), and \( H_3 \), we consider two models \( \hat{H}_1 \) and \( \hat{H}_2 \), in which we disregard the effect of codon position. The rate matrices in these models are similar to that of model \( H_3 \), with the restriction that \( \pi_i^1 = \pi_i^2 = \pi_i^3 \), \( i \in \{A, C, G, T\} \). In model \( \hat{H}_1 \), we assume no selection of CpGs and set \( \lambda = 1 \).

The equilibrium frequencies of the pentets in the models are given in table 5, where \( \kappa_m \) (\( \kappa_m \)) is the normalizing constant in model \( H_m \), \( m = 1, 2, 3 \) \( (H_c, k = 1, 3) \). Note that in spite of the fact that model \( H_2 \) and \( H_3 \) have the same number of parameters, 10, model \( H_3 \) has three expressions for pentet equilibrium frequencies, whereas model \( H_2 \) only distinguishes between two types of pentets. We used the \( \chi^2 \) test value based on the observed and expected codon counts under the models as a measure of discrepancy from the models. Expected pentet counts were found by the maximum-likelihood estimates, assuming a model that hypothesizes that pentets are drawn independently from a multinomial distribution, \( m(n, \Pi_k) \) or \( m(n, \Pi_h) \), where \( \Pi_k \) (\( \Pi_h \)) is the vector of pentet equilibrium frequencies in model \( k \), \( k = 1, 2, 3 \) \( (k = 1, 3) \). Since the pentets overlap, they are not independent. However, this assumption is not essential to the analysis we make—the assumption is merely used to find suitable parameter estimates, and the \( \chi^2 \) is not used as a test statistic but merely as an intuitive measure of discrepancy. Alternatively, estimates could have been made by minimizing the sum of quadratic deviations.

Due to the huge number of pentets \( 4 \times 64 \times 4 = 1024 \), we pooled the pentet counts for all genes and measured the discrepancy between these combined counts and those expected under each of the three pentet models. Results for the sequence HIV3202A12 are given in table 6, along with the means, minimum and maximum values of the \( \chi^2 \)-s, and estimates of the \( \lambda^2 \) parameters obtained from analyses of all 28 sequences. The results clearly show that CpG depression is not a phenomenon that is restricted to within codons—it is equally pronounced at codon boundaries. The difference in
Figure 1.—Histograms of observed and expected codon counts for the codons containing CpG in the genes gag, pol, and env of the sequence HIV3202A12. Three boxes are plotted at each codon: the first is the observed codon count, the second is the count expected under the model $H_{\text{CpG}}$, and the third is the count expected under model $H_{\text{CpG}}$. Some CpG-containing codons are absent in the genes presented, resulting in an invisible first box.

Table 5
Expressions for the Equilibrium Frequencies of Pentets in the Different Pentet Models

<table>
<thead>
<tr>
<th>MODEL</th>
<th>TYPE OF PENTET</th>
<th>Contains No CpG</th>
<th>Contains One CpG</th>
<th>Contains Two CpGs</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1$</td>
<td>$\ldots \ldots$</td>
<td>$\kappa_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i}$</td>
<td>$\kappa_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i}$</td>
<td>$\kappa_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i}$</td>
</tr>
<tr>
<td>$H_2$</td>
<td>$\ldots \ldots$</td>
<td>$\lambda^2 \kappa_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i}$</td>
<td>$\kappa_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i}$</td>
<td>$\kappa_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i}$</td>
</tr>
<tr>
<td>$H_3$</td>
<td>$\ldots \ldots$</td>
<td>$\lambda^3 \kappa_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i}$</td>
<td>$\lambda^2 \kappa_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i}$</td>
<td>$\kappa_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i} \pi_{i}$</td>
</tr>
</tbody>
</table>

Note.—Model $H_1$ allows no CpG depression, $H_2$ allows for depression of CpGs within codons, and $H_3$ allows for depression of CpGs within codons as well as across codon boundaries. Expressions for the equilibrium frequencies of the pentets in the models $H_1$ and $H_2$, in which effects of codon positions are disregarded, are obtained from those of $H_1$ and $H_2$ by setting $\pi_i^2 = \pi_i$, $i \in \{A, C, G, T\}$.123
discrepancies between observed and expected numbers of pentets between the models $H_2$ and $H_3$ is of the same order of magnitude as that obtained for the models $H_1$ and $H_2$. Moreover, of the models $H_3$ and $H_3$, that have the same number of parameters, $H_3$ provides a much better explanation of the observed pentet counts. The $\chi^2$ values obtained for the models $H_1$ and $H_3$ are considerably higher than those for $H_1$ and $H_3$, and this indicates that even though the CpG depression is strong, the effect of codon positions is more pronounced.

We conclude that an evolutionary model that is able to take into account both the between-codon and the within-codon CpG depressions is a promising candidate in the search for a model which better fits the codon frequencies observed in the sequences and thereby also better describes the evolutionary process that has generated the sequences. Unfortunately, the pentet model presented here does not serve as such a model—an evolutionary analysis using this model is not mathematically tractable. The problem arises because the pentets overlap. In calculating the likelihood of observing two (or more) sequences in the codon-based models, we need to make the assumption that codons are independent. With this assumption, the probability of evolving one codon from another is all we need to derive the probability of evolving any full sequence from another sequence, given the model. The likelihood of two observed sequences is obtained by multiplying these transition probabilities and an appropriate set of codon equilibrium frequencies. The probabilities of evolving one pentet into another cannot easily produce the probability of evolving one sequence into another because overlapping pentets are not independent. The lack of independence cannot be overcome by conditioning, that is, by calculating the probabilities of evolving a given codon from another, conditioned on the type of pentet in which the codon is placed, because the pentet of a codon may change over time as substitutions occur.

Evolutionary Analyses of HIV1 Genes

Three pairwise alignments of a subtype-B sequence, HIVSF2, were analyzed. The sequence HIVSF2 was aligned with another subtype-B sequence, HIVLAI; with a subtype-D sequence, HIVEI; and with a subtype-A sequence HIVMAL, using the alignment program GENAL (Hein and Stavlbak 1994). Three versions of the CpG depression codon-based model, $H_A$, $H_B$, and $H_C$, were used, and the analysis focused on the single-coding regions of each of the genes gag, pol, and env. The gag region contained 431 codons, pol contained 915 codons in all three pairwise alignments, and the env region contained 751, 753, and 748 codons in the alignments of HIVLAI and HIVSF2, HIVEI and HIVSF2, and HIVMAL and HIVSF2, respectively. Model $H_A$ assumes that the nucleotide frequencies in the three codon positions are identical (i.e., $\pi^i = \pi^j = \pi^k$, $i \in \{A, C, G, T\}$) and that there is no selection against CpGs (i.e., $\lambda = 1$). In model $H_B$, the frequencies of the nucleotides are allowed to differ in the three codon positions and still, $\lambda = 1$. Model $H_C$ is the unrestricted CpG depression codon-based model. Maximum-likelihood estimates were found and goodness of fit tests were performed for each of the models on each of the genes in each pairwise alignment by the method developed by Goldman (1993). In the goodness of fit tests performed, the unrestricted model, $H_0$, that is used as a basis for the tests was, in all cases, a model in which each possible pattern of codons in a column in the alignment is given a probability, $p_{ij}$, on which there are no restrictions except that the $p_{ij}$’s add to 1. Two hundred simulations were made for each goodness of fit test.

The maximum-likelihood estimates of the $\pi^i$ parameters from the alignment of the sequences HIVEI and HIVSF2 are given in table 7. The estimates of these parameters from the remaining two alignments were very similar to those in table 7. In table 8, maximum-likelihood estimates of the additional parameters in the three models are given. The last three columns of table 8 provide the maximum-log likelihood values of each of the three models, and the likelihood ratio test statistics, $-2 \log Q$, for model $H_B$ under $H_A$, model $H_C$ under $H_B$, and for model $H_i$ under the unrestricted model $H_0$, $i = A, B, C$. Again, only results obtained from the HIVEI–HIVSF2 alignment are shown, since similar patterns were exhibited by the results for the remaining alignments.

The likelihood ratio test statistics for model $H_B$ under model $H_B$ and for model $H_C$ under $H_B$ are approximately $\chi^2(6)$ and $\chi^2(1)$ distributed, respectively. The 95th percentiles of these distributions are 12.6 and 3.84, and neither the hypothesis of equal base frequencies in the three codon positions nor the hypothesis of $\lambda = 1$ is accepted for any of the genes in any of the alignments analyzed (table 8). The hypothesis $\lambda = 1$ is rejected by a larger margin than the hypothesis $\pi^i = \pi^j = \pi^k$, $i \in
Table 7
ML Estimates of the $\pi_b^k$ Parameters, $k = 1, 2, 3$, $i_k \in \{A, C, G, T\}$, Obtained Under the Models $H_A$, $H_B$, and $H_C$ in the Analyses of the Three Single-coding Regions of the gag, pol, and env Genes, in the HIVELI–HIVSF2 Alignment

<table>
<thead>
<tr>
<th>Gene</th>
<th>Model</th>
<th>$\pi_1^A$</th>
<th>$\pi_2^A$</th>
<th>$\pi_1^B$</th>
<th>$\pi_2^B$</th>
<th>$\pi_1^C$</th>
<th>$\pi_2^C$</th>
<th>$\pi_1^T$</th>
<th>$\pi_2^T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>gag</td>
<td>$H_A$</td>
<td>.390</td>
<td>.173</td>
<td>.236</td>
<td>.200</td>
<td>.390</td>
<td>.173</td>
<td>.236</td>
<td>.200</td>
</tr>
<tr>
<td>pol</td>
<td>$H_A$</td>
<td>.331</td>
<td>.175</td>
<td>.297</td>
<td>.197</td>
<td>.368</td>
<td>.206</td>
<td>.210</td>
<td>.176</td>
</tr>
<tr>
<td></td>
<td>$H_B$</td>
<td>.315</td>
<td>.213</td>
<td>.283</td>
<td>.189</td>
<td>.331</td>
<td>.237</td>
<td>.237</td>
<td>.195</td>
</tr>
<tr>
<td></td>
<td>$H_B$</td>
<td>.317</td>
<td>.158</td>
<td>.301</td>
<td>.224</td>
<td>.401</td>
<td>.169</td>
<td>.178</td>
<td>.251</td>
</tr>
<tr>
<td></td>
<td>$H_C$</td>
<td>.305</td>
<td>.189</td>
<td>.289</td>
<td>.217</td>
<td>.371</td>
<td>.192</td>
<td>.204</td>
<td>.232</td>
</tr>
</tbody>
</table>

Table 8
ML Estimates of $\alpha$, $\beta_l$, $\lambda$, $f$, and $\hat{L}$. Values Obtained Under the Models $H_A$, $H_B$, and $H_C$ in the Analyses of the Three Single-coding Regions of the gag, pol, and env Genes, in the Alignment HIVELI–HIVSF2

<table>
<thead>
<tr>
<th>Gene</th>
<th>Model</th>
<th>$\hat{\alpha}$</th>
<th>$\hat{\beta_l}$</th>
<th>$\hat{\lambda}$</th>
<th>$\hat{f}$</th>
<th>$\log \hat{L}$</th>
<th>$-2\log Q_{i,i+3}$</th>
<th>$-2\log Q_{0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>gag</td>
<td>$H_A$</td>
<td>.394</td>
<td>.087</td>
<td>—</td>
<td>.307</td>
<td>−2043.5</td>
<td>—</td>
<td>480.9</td>
</tr>
<tr>
<td></td>
<td>$H_B$</td>
<td>.417</td>
<td>.091</td>
<td>—</td>
<td>.290</td>
<td>−2027.6</td>
<td>31.8</td>
<td>449.1</td>
</tr>
<tr>
<td></td>
<td>$H_C$</td>
<td>.427</td>
<td>.095</td>
<td>3.052</td>
<td>.293</td>
<td>−1997.9</td>
<td>59.4</td>
<td>389.7</td>
</tr>
<tr>
<td>pol</td>
<td>$H_A$</td>
<td>.634</td>
<td>.073</td>
<td>—</td>
<td>.177</td>
<td>−4243.4</td>
<td>—</td>
<td>746.2</td>
</tr>
<tr>
<td></td>
<td>$H_B$</td>
<td>.704</td>
<td>.077</td>
<td>—</td>
<td>.163</td>
<td>−4185.3</td>
<td>116.6</td>
<td>630.0</td>
</tr>
<tr>
<td></td>
<td>$H_C$</td>
<td>.718</td>
<td>.081</td>
<td>4.046</td>
<td>.164</td>
<td>−4126.4</td>
<td>117.8</td>
<td>512.1</td>
</tr>
<tr>
<td>env</td>
<td>$H_A$</td>
<td>.572</td>
<td>.214</td>
<td>—</td>
<td>.624</td>
<td>−4206.4</td>
<td>—</td>
<td>1079.1</td>
</tr>
<tr>
<td></td>
<td>$H_B$</td>
<td>.585</td>
<td>.222</td>
<td>—</td>
<td>.600</td>
<td>−4196.2</td>
<td>20.4</td>
<td>1058.6</td>
</tr>
<tr>
<td></td>
<td>$H_C$</td>
<td>.599</td>
<td>.226</td>
<td>2.806</td>
<td>.606</td>
<td>−4148.1</td>
<td>96.2</td>
<td>962.5</td>
</tr>
</tbody>
</table>

Note.—The last two columns contain the $-2\log Q$ test statistics for model $H_A$ under $H_B$, for model $H_B$ under $H_C$, and for model $H_C$ under $H_B$. $x = A, B, C$. 

The goodness of fit tests restate these findings. The results for the tests of each of the models on each of the genes in the alignment of the sequences HIVELI and HIVSF2 are given in figure 2. Similar results were obtained for the remaining alignments (results not shown). The margin by which model $H_A$ is rejected is reduced by approximately $1/2$ when the model is extended to $H_B$, that is, to allow for different base frequencies in the three codon positions. A similar reduction in the margin of rejection is obtained when model $H_B$ is extended to $H_C$, that is, to allow for selection against CpGs. This goes for all the single-coding regions of the genes gag, pol, and env in all three alignments analyzed. Moreover, the CpG depression codon-based model is almost able to account for the evolution observed in the relatively short gene, gag—the model is accepted by tests at the 99% confidence levels for the HIVELI–HIVSF2 (fig. 2) and HIVMAL–HIVSF2 (not shown) alignments, and at the 95% level for the HIVELI–HIVSF2 alignments (not shown). The performance of the model is worse on the longer pol and env genes.

The estimates of the parameters $\alpha$ and $\beta$ and of the selection factor $f$ are relatively unaffected by the choice of model (table 8). The estimates $\hat{\alpha}$ and $\hat{\beta}$ rise with the number of parameters in the model, whereas the estimate of $f$ is largest for model $H_A$ and smallest for model $H_B$. The estimates of these parameters differ by at most 10% in the different models. The ratio $\hat{\alpha}/\hat{\beta}$ of the estimates of the transition to the transversion rate coefficient obtained are different in the three genes but similar in the analyses of the three alignments of the same gene.

This transition/transversion ratio lies within the intervals 3.66–4.58, 8.23–9.10, and 2.64–3.18 for the gag, pol, and env genes in the three alignments. An exception is the pol gene in the alignment of the subtype A sequence HIVMAL to HIVSF2, where the ratios are within the interval 4.69–5.08. Thus, a more pronounced skewness toward transitions is seen in the pol gene. The estimates of $\lambda$ in model $H_C$ show the same pattern of differences between genes and similarity among the same genes in different alignments. The estimates of $f$ vary somewhat more. The estimate $\hat{\lambda}$ is larger for pol than for gag and env. The selection against substitutions that change the amino acid is considerably stronger in gag and pol than it is in env.

The choice of model has a strong effect on the estimates of the $\pi_b^k$ parameters. In model $H_B$, compared to $H_A$, the estimate of the frequency of base A in the third position of the codon and of the frequency of base G in the first position are considerably higher, and the estimate of the frequency of base C in the second position is somewhat higher. The frequency of A in the first position, G in the second, and C and G in the third position are lowered under $H_B$ relative to $H_A$. The effect of extending the codon-based model with unequal nucleotide frequencies in the three codon positions ($H_B$) to allow for selection against CpGs ($H_C$) is that $\pi_1^C$, $\pi_2^C$, $\pi_1^T$, and $\pi_2^T$ are considerably increased. This effect is balanced by a general reduction in the estimates of the remaining $\pi_b^k$ parameters.

Expected number of substitutions per codon, $p$, the ratios of the rates of synonymous to nonsynonymous
substitutions, $p_i/p_n$, and the ratios of transitions to transversions, $p_{ts}/p_{tv}$, were calculated for the three models. The estimates of these quantities were obtained by inserting the maximum-likelihood estimates of the parameters in the expressions

$$
\rho = \sum_{j} \pi_i q_{ij}
$$

$$
\rho_{ts}/\rho_{tv} = \left( \sum_{j} \pi_i q_{ij} \right) \left( \sum_{j} \pi_i q_{ij} \right)
$$

where $\pi_i$ is the equilibrium frequency of codon $i$ and $q_{ij}$ is the $ij'$th entry in the rate matrix $Q$. The conditions under the summation signs in the ratios indicate that only entries corresponding to synonymous, nonsynonymous, transition, and transversion substitutions, respectively, are included in the sum.

The estimates of $\rho$, $p_i/p_n$, and $p_{ts}/p_{tv}$ were largely unaffected by the choice of model (results not shown). The rate $\rho$ was slightly increased in model $H_B$ relative to $H_A$ (up to 2%), but no systematic change appeared between model $H_B$ and $H_C$. In $H_B$, the ratio of synonymous to nonsynonymous substitutions was a few percent higher, and the ratio of transitions to transversions was a few percent lower compared to the values under $H_A$ and $H_C$.

We also calculated estimates of the ratios of CpG-generating substitutions to all other substitutions, $\rho_{+CpG}/\rho_{-CpG}$ (table 9). These are obtained by inserting the maximum-likelihood estimates of the parameters in the expression

$$
\rho_{+CpG}/\rho_{-CpG} = \left( \sum_{j} \pi_i q_{ij} \right) \left( \sum_{j} \pi_i q_{ij} \right).
$$

where the subscripts $+CpG$ and $-CpG$ indicate that only entries corresponding to the generation of a CpG and no generation of a CpG, respectively, are included.
don, the ratio of the rates of synonymous and nonsynonymous substitutions, and the ratio of transitions to transversions per codon are almost constant for $\lambda > 1$. The rate $\rho$ is reduced by 7.6%, 8.6%, and 4.8% in gag, pol, and env, respectively, when the value of $\lambda$ is raised from 1 to the maximum-likelihood values, 3.052, 4.046, and 2.806 (table 8). The $\rho_s/\rho_n$ ratios are decreased by 9.4%, 7.6%, and 8.2% and the $\rho_t/\rho_n$ ratios are increased by less than 1% when the quantities are compared for the same $\lambda$ values. In contrast, the $\rho_{CpG}/\rho_{CpG}$ ratios are highly affected by the value of $\lambda$. This ratio is decreased by 62.8% when the maximum-likelihood value of $\lambda$ in the gag single-coding region is used relative to the value for $\lambda = 1$, and by 72.4% and 60.9% for the similar comparisons for the pol and env genes.

The values of $\rho$, $\rho_s/\rho_n$, and $\rho_t/\rho_n$ obtained under model $H_B$ and $H_C$ did not exhibit the differences expected from figure 3. These values appear to be robust to deviations from the model’s assumption regarding selection against CpGs. This robustness was confirmed by

in the sums. These estimates are highly affected by the choice of model. These ratios are in general increased by 5–9% when moving from model $H_A$ to $H_B$ and decreased by 50–70% in model $H_C$ relative to $H_B$.

Plots of $\rho$, $\rho_s/\rho_n$, $\rho_t/\rho_n$, and $\rho_{CpG}/\rho_{CpG}$ as functions of $\lambda$ under the CpG depression codon-based model are given in figure 3. The remaining parameters were fixed at the maximum-likelihood values obtained in the analysis of the alignment HIVELI–HIVSF2. As functions of $\lambda$, the expected number of substitutions per codon, the ratio of the rates of synonymous and nonsynonymous substitutions, and the ratio of transitions to transversions per codon are almost constant for $\lambda > 1$. The rate $\rho$ is reduced by 7.6%, 8.6%, and 4.8% in gag, pol, and env, respectively, when the value of $\lambda$ is raised from 1 to the maximum-likelihood values, 3.052, 4.046, and 2.806 (table 8). The $\rho_s/\rho_n$ ratios are decreased by 9.4%, 7.6%, and 8.2% and the $\rho_t/\rho_n$ ratios are increased by less than 1% when the quantities are compared for the same $\lambda$ values. In contrast, the $\rho_{CpG}/\rho_{CpG}$ ratios are highly affected by the value of $\lambda$. This ratio is decreased by 62.8% when the maximum-likelihood value of $\lambda$ in the gag single-coding region is used relative to the value for $\lambda = 1$, and by 72.4% and 60.9% for the similar comparisons for the pol and env genes.

The values of $\rho$, $\rho_s/\rho_n$, and $\rho_t/\rho_n$ obtained under model $H_B$ and $H_C$ did not exhibit the differences expected from figure 3. These values appear to be robust to deviations from the model’s assumption regarding selection against CpGs. This robustness was confirmed by

### Table 9

<table>
<thead>
<tr>
<th>Model</th>
<th>gag</th>
<th>pol</th>
<th>env</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_A$</td>
<td>0.076</td>
<td>0.064</td>
<td>0.063</td>
</tr>
<tr>
<td>$H_B$</td>
<td>0.081</td>
<td>0.070</td>
<td>0.063</td>
</tr>
<tr>
<td>$H_C$</td>
<td>0.039</td>
<td>0.024</td>
<td>0.032</td>
</tr>
</tbody>
</table>

Fig. 3.—Plots of different quantities of interest as functions of $\lambda$ under the CpG depression codon-based model. Maximum-likelihood estimates obtained in the analysis of the gag gene in the HIVELI–HIVSF2 alignment were used for the remaining parameters. The results of the analysis of robustness are shown by diamonds; data simulated under model $H_C$ for various values of $\lambda$ were analyzed using model $H_B$ ($\lambda = 1$).
simulations. For each of five values of $\lambda$, 0.1, 0.5, 1.5, 3.05, and 6.0, we simulated 10 alignments of 421 codons each according to the CpG depression model, using the maximum-likelihood estimates of the remaining parameters obtained in the analysis of the gag region in the HIVELI-HIVSF2 alignment. Each simulated data set was analyzed using model $H_B$ ($\lambda = 1$). For each analysis, $p$, $p_i/p_n$, $r_i/r_n$, and $p_{\cdot-CpG}/p_{\cdot-CpG}$ were calculated; this data is summarized in figure 3. The values of the quantities $p$, $p_i/p_n$, and $p_{\cdot-CpG}$ obtained using the model $H_B$ are well in accordance with the values under $H_C$ as given by the graphs (fig. 3). The simulations confirm the sensitivity of the estimate of the quantity $p_{\cdot-CpG}/p_{\cdot-CpG}$ to the choice of model—the estimate obtained when the model $H_B$ is used to analyze data generated under $H_C$ is seriously biased.

In conclusion, $H_C$ provides a significantly better description of the evolutionary processes in the HIV1 genes analyzed than model $H_B$, which in turn performs significantly better than $H_A$. $H_C$ is almost able to describe the evolution exhibited by the gag gene. There are major differences in the estimates of the parameters for each of the three models and some differences in the remaining parameter estimates. The estimates of genetic distance, $p$, and of the synonymous to nonsynonymous and the transition to transversion rates, $p_i/p_n$ and $p_{\cdot-CpG}$, are little affected by the model used, whereas that of $p_{\cdot-CpG}/p_{\cdot-CpG}$ is highly affected.

**Discussion**

By incorporating two features characteristic of lentiviruses—unequal nucleotide compositions in the three codon positions and selection against CpGs—in a codon-based model, we arrived at a model under which the expected codon frequencies are considerably closer to those observed in the genes gag, pol, and env in the HIV1 genome than are those of simpler models. The frequencies expected almost fit those observed in the gag genes. By extending the model to operate on pentets, we demonstrated that a further improvement in the description is obtained when the selection against CpGs is extended to operate across codon boundaries. Thus, part of the codon usage observed in the examined lentiviral genes can be explained by a dinucleotide bias—a bias that is not restricted to within-codon positions but is present across codon boundaries as well. The general idea in the modeling is simple, and the model can easily be extended to incorporate other selective pressures similar to that against CpGs. Exact expressions for the equilibrium frequencies of the codons under models of this type are readily obtainable—they are of the same form as those obtained in the CpG depression codon-based model.

The CpG depression codon-based model provides a significantly better description of the evolutionary process relating pairs of the genes in the HIV1 sequences examined than simpler models do. Indeed, the model was just at the border of being accepted by a goodness of fit test as an adequate description of the evolution exhibited by the gag genes in the pairwise alignments analyzed. The performance of the model on the longer pol and env genes was less impressive. We believe that the increase in fit obtained when the full CpG depression codon-based model is used, rather than the model with $\lambda = 1$, is mainly due to the better description of the equilibrium frequencies of the codons and much less due to a better explanation of the substitutions seen in the alignments. The worse performance of the model on the longer genes indicates remaining features that need to be properly modeled in order to obtain an adequate model for the evolution of the HIV1 genes. The results of the pentet approach argue for the development of a model that allows an evolutionary analysis without the assumption of independence of the substitution processes in individual codons and thus allows the incorporation of selection against CpGs at codon boundaries.

Substantial evidence exists for rate variation across sites in HIV1 genes (Starchich et al. 1986), and extension of the model to allow sites to have different rates of substitution is likely to result in improved performance. However, when only pairs of sequences are considered, we suspect that the improvement will be moderate. The effect of rate variation is most obvious in alignments of many sequences, where some columns may be highly variable and others rather conserved—for pairwise alignments, columns exhibit either a constant pattern or two different nucleotides. Thus, a pairwise alignment provides limited information about the rate of substitution at individual sites. Pairwise alignments, however, may pinpoint highly variable or almost invariant regions in the alignment. The proper way to model rate variation in pairwise alignments may therefore be the hidden Markov model suggested by Felsenstein and Churchill (1996), in which the actual order of the sites in the sequence are of importance, rather than the method developed by Yang (1993), where rates of substitutions in different sites are drawn independently from a $\Gamma$-distribution.

Selection against CpGs provides more homogeneous estimates of $\pi_{ik}$, $i, k \in \{A, C, G, T\}$, for each $H_B$ to $H_C$ in table 7). Thus, part of the bias in nucleotide frequencies observed in the genes is caused by the selection against CpGs. The $\pi_{ik}$ parameters in the model $H_B$ ($\lambda = 1$) may be viewed as nucleotide frequencies obtained after selection against CpGs has occurred. In the full CpG depression codon-based model, these parameters reflect the frequencies before this selection occurs.

For the data sets analyzed and the sets of parameters used in the simulations, the estimate of the genetic distance between two sequences is not affected by assuming $\lambda = 1$ in the full CpG depression codon-based model. Neither are the estimates of the ratios of the rates of synonymous to nonsynonymous substitutions or of transitions to transversions affected. As expected, the estimate of the ratio of the CpG-generating to non-CpG generating substitution rates is seriously affected by the choice of model; this ratio was overestimated by a factor of two to three when the $\lambda = 1$ model was used. These studies on bias are rather preliminary; the effects need to be assessed for a wider range of parameter values.
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