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Abstract

In 1976 Connes casually remarked that every von Neumann algebra type II1-
factor ought to embed into an ultrapower of the hyperfinite II1-factor. This re-
mark has become a long-standing open problem, known as the Connes Embed-
ding Problem, on which numerous attempts have been made to provide an an-
swer. In the first part of this thesis we discuss several equivalent formulations of
this problem, proved by Kirchberg, including the QWEP conjecture. The second
part of the thesis concerns hyperlinear and sofic groups, and among other results
we prove that the group von Neumann algebra of a sofic group embed into an
ultrapower of the hyperfinite II1-factor.

Resumé

I 1976 kom Connes med en bemærkning om, at enhver von Neumann algebra
faktor af type II1 burde kunne indlejres i en ultrapotens af den hyperendeligt II1-
faktor. Med tiden er denne bemærkning blevet til et stort uløst problem, kaldet
Connes Indlejrings Problem, som der er blevet gjort utallige forsøg på at afgøre.
I den første del af dette speciale vil vi give flere ækvivalente formuleringer af
dette problem, bevist af Kirchberg, inklusiv QWEP Formodningen. Anden del af
specialet omhander hyperlineære og sofiske grupper, og vi viser blandt andet, at
gruppe von Neumann algebraren til en sofisk gruppe kan indlejres i en ultrapotens
af den hyperendelige II1-faktor.
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Introduction

Central to this thesis is the Connes Embedding Problem. It arose in 1976, when Alain
Connes, in his famous paper [Con76], remarked that it ought to be the case, that all von
Neumann algebra factors of type II1 with separable predual embed into an ultrapower
of the hyperfinite II1-factor. To be precise, Connes wrote:1

We now construct an approximate imbedding of N in R. Apparently
such an imbedding ought to exist for all II1 factors because it does for the
regular representation of free groups. [Con76, page 105].

Since 1976 this problem has gotten a considerable amount of attention, and it remains
open, despite the numerous attempts to solve it. Along the way, it has been proved that
Connes’ problem has deep and interesting connections to many areas of mathematics.

Another important problem in this thesis is Eberhard Kirchberg’s QWEP Conjec-
ture. It can be formulated as follows: all C∗-algebras are QWEP. In 1993 Kirch-
berg proved, [Kir93], a vast amount of equivalences between various open problems
in operator algebras. In particular, he proved several equivalent formulations of the
QWEP conjecture. He showed that this conjecture is equivalent to an affirmative an-
swer to the Connes Embedding Problem. To mention some of these equivalent state-
ments, the QWEP Conjecture is equivalent to the statement that C∗(F∞) is QWEP,
or to the statement that there is a unique C∗-norm on the algebraic tensor product
C∗(F∞)� C∗(F∞).

In the above mentioned paper Kirchberg took on an investigation of when there
is a unique C∗-norm on certain tensor products, and in the process he gave tenso-
rial characterizations of the weak expectation property (WEP) and of the local lifting
property (LLP). These characterizations build on an earlier result from [Kir94], where
he proved that for a free group F and a Hilbert spaceH there is a unique C∗-norm on
the algebraic tensor product B(H)� C∗(F).

In the quest for an answer to the Connes Embedding Problem, it is natural to
ask the weaker question, whether the group von Neumann algebras associated to dis-
crete countable groups with infinite conjugacy classes embed into an ultrapower of
the hyperfinite II1-factor. These form an important class of von Neumann algebra
II1-factors with separable predual. Indeed, this class often provides examples and
counterexamples. This so-called “Connes Embedding Problem for Groups” is more
accessible, since group von Neumann algebras of countable discrete groups are eas-
ier to handle than general von Neumann algebras. To put a name on the groups that
provide an affirmative answer to the Connes Embedding Problem for Groups, they are
the hyperlinear groups (more specifically, the countable and discrete ones with infinite
conjugacy classes).

1At this point in Connes’ paper N refers to a von Neumann algebra II1-factor satisfying certain con-
ditions, and R to the hyperfinite II1-factor
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6 INTRODUCTION

In recent years, starting with work of Mikhail Gromov in 1999, an interesting class
of groups have been exhibited, namely the so-called sofic groups. These groups have
drawn more and more interest over the last years, since it turns out that they have
deep connections to many areas of mathematics, and indeed many long-standing open
problems have recently been solved for sofic groups. Among these are Gottschalk’s
Surjunctivity Conjecture [Gro99] (see also [Wei00]), Kaplansky’s Finiteness Conjec-
ture [ES04] and others.2 Most importantly for the purpose of this thesis, sofic groups
do satisfy the Connes Embedding Conjecture for groups. In other words, sofic groups
are hyperlinear. It is still not known how large the class of sofic groups is. It it not
known whether, in fact, all groups are sofic.

In this thesis we will first prove the equivalence of the Connes Embedding Problem
and the QWEP Conjecture, and establish other equivalent formulations of the QWEP
Conjecture. Second, we make an investigation of hyperlinear and sofic groups. More
precisely, we characterize these in terms of certain metric ultraproducts of groups,
we prove that sofic groups are in fact hyperlinear and then we discuss permanence
properties for sofic groups and examples of such.

Let us give a more detailed description of the content of this thesis. Chapter 1
contains preliminaries on C∗-algebras, von Neumann algebra, tensor products of C∗-
algebras and filters. The preliminaries on C∗-algebras, tensor products and filters
will be brief and not contain many proofs, while the preliminaries on von Neumann
algebras will be given in more details. More precisely, a thorough exposition of von
Neumann algebras with separable predual, as well as a careful presentation of the
concept of universal enveloping von Neumann algebras, will be made.

In Chapter 2 we give an introduction to the weak expectation property, QWEP, the
lifting property and the local lifting property. This chapter starts with a section on con-
ditional expectations, and it is followed by a section on the weak expectation property.
The latter starts with the notion of relative weak injectivity, a concept due to Kirch-
berg. After this comes an introductory section on QWEP, where certain permanence
properties are proved. The chapter ends with a section on the lifting property and
the local lifting property, containing several important results, including two famous
lifting theorems, by Choi-Effros and Effros-Haagerup, respectively.

Chapter 3 contains the main results related to the weak expectation property,
QWEP and the local lifting property. As mentioned above, the C∗-algebra C∗(F∞)
plays an important role in connection to QWEP, so the first section of the chapter is de-
voted to this C∗-algebra. The next section contains a proof Kirchberg’s result stating
that there is a unique C∗-norm on the algebraic tensor product B(H)� C∗(F), men-
tioned before. The proof is due to Gilles Pisier, taken from [Pis96], and it is extremely
elegant. After this, we give tensorial characterizations of the property of being rela-
tively weakly injective in a C∗-algebra, the weak expectation property and the local
lifting property. The chapter ends with collecting the different equivalent formulations
of the QWEP conjecture, as well as proving its equivalence to an affirmative answer
to the Connes Embedding Problem.

After Chapter 3 we turn away from the QWEP conjecture, and fix our attention
upon the Connes Embedding Problem for Groups. In Chapter 4 we give the construc-
tion of the metric ultraproduct of groups and the tracial ultraproduct of von Neumann
algebras. We spend some time proving certain properties of the latter, namely, that it
is a von Neumann algebra under certain conditions. Besides this, we give sufficient
conditions for when this tracial ultraproduct is a von Neumann algebra factor, and

2For the precise statement of these two conjectures, see page 99.
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under these conditions determine which type of factor it is. The chapter ends with a
section on tensor product of ultrafilters. This concept has, in spite of its name, nothing
to do with tensor products, but nonetheless it is an interesting and helpful tool when
working with filters in an analytic setting.

With the background on ultraproducts in order, we turn our attention to hyperlinear
groups in Chapter 5. Therein we establish equivalent conditions for a group to be
hyperlinear, the most important of which concerns embeddability of the associated
group von Neumann algebra into ultrapowers of the hyperfinite II1-factor.

The last chapter, Chapter 6, concerns sofic groups. Naturally, we start with the
definition of a sofic group. There is an abundance of choices for the definition of a
sofic group, and we have picked the one which serves our purpose best. Immediately
afterwards, we give the connection to the Connes Embedding Problem, by proving that
sofic groups are, in fact, hyperlinear. Before continuing with examples of sofic groups,
and permanence properties of such, we take a moment to introduce the terminology of
local embeddability. Once this is done, we proceed to give examples of sofic groups
and prove certain permanence properties of these. The chapter ends with a summary
of our investigation of sofic groups.

The thesis also contains two appendices, the first of which is devoted to explaining
a few results which are needed in the last section of Chapter 3. The second appendix
deals with operator spaces and operator systems. Since these concepts are very central
to the first part of the thesis, a thorough presentation of these is made, and most of the
proofs are included.

In reality, this thesis consists of two rather distinct and disjoint parts. The one
concerning the QWEP conjecture and the other concerning sofic groups. There is, of
course, a lot more to be said on the Connes Embedding Conjecture than presented
in this thesis. Also on the QWEP conjecture there are results not mentioned here.
Besides this, the presentation of sofic groups is a narrow one. There is much more
to be said about these, and we have restricted our attention to the connection to the
Connes Embedding Problem, since this obviously its the central point in this thesis.





Chapter 1

Preliminaries

This chapter contains preliminaries which will be used throughout the thesis. The
reader is assumed to be familiar with general functional analysis, basic C∗-algebra
theory, and a reasonable good knowledge of von Neumann algebras.

Before we start let us make a note on notation. We will use the symbols N, Z, R
and C to denote the natural numbers (not including zero), the integers, the real num-
bers and the complex numbers, respectively. The complex unit circle will be denoted
by T. Given topological space X and Y, we will denote the continuous functions
from X to Y by C(X;Y). In particular, C(X;C) will denote the continuous complex-
valued functions on X. In the case where X is, in fact, a normed space, we will let X∗

denote the dual space of X, that is, the Banach space bounded linear functionals on X.
Notation related to matrices with either complex entries or entries in a C∗-algebra

is introduced in the beginning of Appendix B, but we mention that Mn denotes the
n×n complex matrices, and thatEi,j denotes the standard matrix units in this algebra.

Groups will mostly be denoted by G and H , but sometimes also Γ. The standard
separable Hilbert space will be denoted by `2, and for n ∈ N, we denote Cn equipped
with the supremum norm by `n∞.

1.1 C∗-algebras

This section mostly serves the purpose of fixing the notation concerning the basic
results on C∗-algebras that we need. We will also include a few results, some of
which we prove.

We will use the symbols A, B and C for C∗-algebras, and in some cases just for
∗-algebras. In this thesis C∗-algebras are never assumed to be unital nor separable,
unless explicitly stated. For ∗-homomorphisms we will mostly use the symbols π and
ρ, but in some cases also other symbols. We will denote the real and imaginary part
of an element x in a C∗-algebra by Rex and Imx, respectively. That is, Rex =
1
2 (x+ x∗) and Imx = 1

2i (x− x
∗).

We will denote the unitization of aC∗-algebraA by Ã, and by unitization we shall
mean the algebra with a unit adjoint, no matter if the C∗-algebra is already unital. A
subset X of a ∗-algebra is called self-adjoint, if x∗ ∈ X whenever x ∈ X. Given a C∗-
algebraA and a positive linear functional φ onA, we let (πφ,Hφ, ξφ) denote the GNS-
construction corresponding to φ. That is, Hφ is the Hilbert space constructed form A
using the sesquilinear form (x, y) 7→ φ(y∗x), x, y ∈ A, πφ : A → B(Hφ) is the
representation induced by left multiplication and ξφ is the cyclic vector corresponding
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10 CHAPTER 1. PRELIMINARIES

to the unit if A is unital, or to the limit of an approximate unit if A is not unital,
satisfying 〈πφ(x)ξφ | ξφ〉 = φ(x), x ∈ A.

For a C∗ algebra A we will denote the set of self-adjoint elements in A and the
set of positive elements in A by Asa and A+, respectively. Also for the dual space
A∗ we will let (A∗)+ denote the positive linear functionals. The closed unit ball in A
and A∗ will be denoted by A1 and (A∗)1, respectively.

Let us introduce a few notions and prove some statements about representations
of C∗-algebras.

Definition 1.1.1. Suppose that A is a C∗-algebra and that π : A → B(H) is a
representation of A on some Hilbert space H. The representation π is said to be
non-degenerate if π(A)H = {π(a)ξ : a ∈ A, ξ ∈ H} spans a dense subset ofH. J

Definition 1.1.2. Suppose that H is a Hilbert space and that A ⊆ B(H) is a C∗-
algebra. A vector ξ ∈ H is called cyclic for A if Aξ = {xξ : x ∈ A} is norm dense
inH, respectively, separating for A if xξ = 0 implies that x = 0, for x ∈ A. J

It is not hard to show that a vector is cyclic for A if and only if it is separating for
A′. This is proved in more generality later, namely, proved for cyclic and separating
subsets (see Definition 1.3.2 and Proposition 1.3.3).

Definition 1.1.3. Suppose that A is a C∗-algebra and that π : A → B(H) is a repre-
sentation of A on some Hilbert space H. A vector ξ ∈ H is called cyclic and sepa-
rating for the representation π, if ξ is cyclic and separating for π(A), respectively. A
representation with a cyclic vector is called a cyclic representation. J

Cyclic representations are indeed non-degenerate, and, in fact, every non-degene-
rate representation can be decomposed into a direct sum of cyclic representations. Let
us first recall the definition of the direct sum of representations.

Definition 1.1.4. Let A be a C∗-algebra. Given an index set I and for each i ∈ I
a representation (πi,Hi) of A, we define the direct sum of these representations as
follows: letH =

⊕
i∈I Hi denote the direct sum Hilbert space and let π : A → B(H)

be the representation defined by π(x)(ξi)i∈I = (πi(x)ξi)i∈I , when (ξi)i∈I ∈ H. We
will denote this representation by

⊕
i∈I πi. J

Theorem 1.1.5. Every non-degenerate representation of a C∗-algebra can be decom-
posed into a direct sum of cyclic representations.

Proof. Suppose that A is a C∗-algebra and (π,H) a representation of A. Let F
denote the collection of all subsets F ⊆ H such that π(A)ξ is orthogonal to π(A)η,
for every two distinct elements ξ, η ∈ F . This is clearly a partially ordered set,
and every linearly ordered subset has a majorant, namely the union. Thus by Zorn’s
Lemma there exists a maximal element {ξi}i∈I ∈ F . It follows from the maximality
of {ξi}i∈1 that H =

⊕
i∈I π(A)ξi. If we let Hi = π(A)ξ and denote by πi the

representation A → B(Hi) defined by πi(x)η = π(x)η, for all η ∈ Hi, then clearly
πi is cyclic with cyclic vector ξi. Since H =

⊕
i∈I Hi, we get that π =

⊕
i∈I πi.

Hence we have a decomposition of π into a direct sum of cyclic representations.

Let us recall an important tool of C∗-algebras, namely, that approximate identities
exists. Even that quasi-central approximate identities exists.
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Definition 1.1.6. Suppose thatA is a C∗-algebra and I a closed two-sided ideal inA.
An increasing net (eλ)λ∈Λ of positive operators in the closed unit ball ofA is called an
approximate identity (or approximate unit) for I if limλ∈Λ eλx = limλ∈Λ xeλ = x
for each x ∈ I. Such an approximate identity is called quasi-central if in addition
limλ∈Λ(yeλ − eλy) = 0, for each y ∈ A. J

Such quasi-central approximate units always exists by [Dav96, Theorem I.9.16],
so we will use this fact without mentioning. Also, we recall the following proposition
(for a proof see [Dav96, proof of Theorem I.5.4]):

Proposition 1.1.7. Suppose that I is an ideal in a C∗-algebra A, and that (eλ)λ∈Λ

is an approximate unit for I. If π : A → A/I denotes the canonical surjection, then
‖π(x)‖ = limλ∈Λ ‖x− eλx‖, for all x ∈ A.

An easy application of the existence of approximate units is that for a represen-
tation π : A → B(H) of a C∗-algebra A on a Hilbert space H, the strong operator
closure of π(A) contains a largest projection, which acts as identity for the strong
operator closure of π(A). Indeed, an approximate unit in π(A) must necessarily
converge in strong operator topology to such a projection. In particular, if the repre-
sentation is non-degenerate, then this projection must be the identity in B(H).

Let us end this section with a results on ∗-homomorphisms and unitizations.

Proposition 1.1.8. Suppose that A and B are C∗-algebras, and that π : A → B is a
∗-homomorphism. Then π extends uniquely to a unital ∗-homomorphism π1 : Ã → B̃.
If in addition we know that B is unital, then π also extends uniquely to a ∗-homomor-
phism π2 : Ã → B.

This proposition is straightforward to prove. Indeed, it is obvious how the maps
π1 and π2 should be defined on Ã, so knowing this, one just checks that these choices
are in fact ∗-homomorphisms.

1.2 Von Neumann algebras

A von Neumann algebra is a self-adjoint algebra of bounded linear operators on a
Hilbert space, which contains the identity and is closed in the weak operator topology.
We will use the letters M and N to denote von Neumann algebras, and τ to denote
traces. For a group Γ we will denote the group von Neumann algebra associated to Γ
by LΓ.

Let us start by setting the notation and terminology for the many interesting locally
convex topologies on the set of bounded linear operators on a Hilbert space.

� the weak operator topology is generated by the seminorms x 7→ |〈xξ | η〉|,
for ξ, η ∈ H. This means that a net xα converges to x in weak operator
topology if and only if 〈xαξ | η〉 converge to 〈xξ | η〉, for all ξ, η ∈ H;

� the strong operator topology is generated by the seminorms x 7→ ‖xξ‖, for
ξ, η ∈ H. This means that a net xα converges to x in strong operator topology
if and only if xαξ converge to xξ, for all ξ ∈ H;

� the strong∗ operator topology is generated by the seminorms x 7→ (‖xξ‖2 +
‖x∗ξ‖2)1/2, for ξ ∈ H. This means that a net xα converge to x in strong∗

operator topology if and only if xα and x∗α converge to x and x∗ in strong
operator topology, respectively;
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� the ultraweak operator topology is generated by the family of seminorms
x 7→

∑∞
n=1 |〈xξn | ηn〉|, for sequences in H satisfying

∑∞
n=1 ‖ξn‖‖ηn‖ <

∞. This means that a xα converge to x in ultraweak operator topology if and
only if

∑∞
n=1〈xαξn | ηn〉 converge to

∑∞
n=1〈xξn | ηn〉, for all sequences

(ξn)n∈N and (ηn)n∈N as above;

� the ultrastrong operator topology is generated by the family of seminorms
x 7→ (

∑∞
n=1 ‖xξn‖2)1/2, for sequences in H satisfying

∑∞
n=1 ‖ξn‖2 < ∞.

This means that a xα converge to x in ultrastrong operator topology if and only
if (
∑∞
n=1 ‖(xα − x)ξn‖2)1/2 converge to zero, for all sequences (ξn)n∈N and

(ηn)n∈N as above;

� the ultrastrong∗ operator topology is generated by the family of seminorms
x 7→ (

∑∞
n=1 ‖xξn‖2 + ‖x∗ξn‖2)1/2, for sequences in H, which satisfy that∑∞

n=1 ‖ξn‖2 < ∞. This means that a xα converge to x in ultrastrong∗ op-
erator topology if and only if xα and x∗α converge to x and x∗ in ultrastrong
operator topology, respectively.

The ultraweak, the ultrastrong and the ultrastrong∗ operator topologies are also
known to some as the σ-weak, the σ-strong and the σ-strong∗ operator topologies,
respectively.

There are obviously some relations between these topologies. Namely, the weak
operator topology is weaker then both the strong operator topology and the ultra-
weak operator topology; the strong operator topology is weaker than the strong∗ op-
erator topology and the ultrastrong operator topology; the strong∗ operator topology
is weaker than the ultrastrong∗ operator topology; the ultraweak operator topology
is weaker than the ultrastrong operator operator topology, which is weaker than the
ultrastrong∗ operator topology. Also, all these topologies are weaker than the uniform
topology, that is, the norm topology in B(H).

In general, many of these topologies are different. In fact, if they all agree, then
the Hilbert space is finite dimensional. This can be deduced from the fact that the unit
ball ofB(H) is compact in the weak operator topology. There are a lot of connections
between these topologies. For example, each of the following topologies: the weak
operator, the strong operator and the strong∗ operator topology agrees on bounded
sets with the ultraweak operator, the ultrastrong operator and the ultrastrong∗ oper-
ator topology, respectively. The weak operator, the strong operator and the strong∗

operator closures of a convex set agree, and the ultraweak operator, the ultrastrong
operator and the ultrastrong∗ operator closures of a convex set agree. This last fact is
a consequence of a more general statement saying that the linear functionals which are
continuous in the weak operator, the strong operator and the strong∗ operator topol-
ogy are the same, and the linear functionals which are continuous in the ultraweak
operator, the ultrastrong operator and the ultrastrong∗ operator topology are also the
same. Let us recall what these functionals look like.

Proposition 1.2.1. If M is a von Neumann algebra on a Hilbert space H, then a
linear functional f on M is continuous in the ultraweak operator topology if and
only there exist ξn, ηn ∈ H (n = 1, 2, 3, . . .), so that

∞∑
n=1

‖ξn‖‖ηn‖ <∞ and f(x) =

∞∑
n=1

〈xξn | ηn〉, x ∈M .
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Moreover, a linear functional f is weak operator continuous if and only if it has the
above form, but with ξn = ηn = 0 for all except finitely many n ∈ N.

A proof of this can be found in [Tak02, Theorem II.2.6].
One can also show that ifA is a self-adjoint subalgebra ofB(H), then the closures

of A in the six operator topologies mentioned above agree. In particular, A is a von
Neumann algebra if and only if it contains the identity of B(H) and is closed in one
of these six topologies.

Given a subset X of B(H) we denote by X′ its commutant, that is, the set {y ∈
B(H) : yx = xy, for all x ∈ X}. Naturally, we also denote the double commutant of
X by X′′, that is, the commutant of X′.

Let us recall the type decomposition of a von Neumann algebra. We start by
reviewing the concepts of abelian, finite and infinite projections.

Definition 1.2.2. Let M be a von Neumann algebra, and p ∈ M a projection. We
say that p is abelian if pM p is abelian, and we say that p is finite if whenever q ∈M
is a projection equivalent to p with q ≤ p, then q = p. A projection which is not
finite is called infinite. The von Neumann algebra M is called finite, if the identity
in M is finite, and properly infinite, if it does not contain any central non-zero finite
projections. J

We now define the type of a von Neumann algebra.

Definition 1.2.3. Let M be a von Neumann algebra. We say that M is: of type I if
every non-zero projection majorizes a non-zero abelian projection; of type II if it does
not contain any non-zero abelian projection and every non-zero projection majorizes
a non-zero finite projection; of type III if it does not contain any non-zero finite
projections. J

The type decomposition then says the following:

Proposition 1.2.4. Every von Neumann algebra M can be written uniquely as a
direct sum MI ⊕MII ⊕MIII, where MI, MII and MIII are either zero or of type I,
II and II, respectively.

Also, every von Neumann algebra M can be written uniquely as a direct sum
Mf ⊕M∞, where Mf is finite or zero and M∞ is properly infinite or zero.

Combining the two statements above one obtains, that every von Neumann algebra
can be written uniquely as a direct sum of five1 von Neumann algebras or zero, which
are finite of type I, properly infinite of type I, finite of type II, properly infinite of type
II and of type III, respectively.

By a von Neumann algebra factor we shall understand a von Neumann algebra,
whose center consists only of scalar multiples of the identity. Clearly, a factor is ex-
actly of one of the three types mentioned. It is also either finite or properly infinite.
Finite von Neumann algebras of type II are called type II1 von Neumann algebras.
Recall also that if M is a finite von Neumann algebra factor, then either M is isomor-
phic to Mn for some n ∈ N, in which case we say that M is of type In, or it is of type
II1. The latter happens if and only if M has infinite linear dimension.

We will frequently use the fact that a finite von Neumann algebra factor has a
unique faithful normal trace, see [KR83, Proposition 8.5.3]. In fact, we will prove a

1Five, because type III von Neumann algebras automatically are properly infinite.
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theorem below describing existence and uniqueness of tracial states on von Neumann
algebras, see Theorem 1.3.6.

Later we shall need the notion of semi-finite von Neumann algebras, which we
now recall.

Definition 1.2.5. A von Neumann algebra is said to be semi-finite, if is does not
contain any type III summand. J

Proposition 1.2.6. Let M be a semi-finite von Neumann algebra. Then the identity
can be decomposed into a sum of orthogonal finite projections. In particular, there
exists an increasing net of finite von Neumann subalgebras whose union is strong
operator dense in M .

Proof. This is a standard Zorn’s Lemma argument. The set of families of orthogonal
finite projections is a directed set with inclusion. It must necessarily have a maximal
element, that is, a family (pα)α∈A maximal with respect to being a orthogonal family
of finite projections. If

∑
α∈A pα 6= 1, then since M is semi-finite, 1 −

∑
α∈A pα

would majorize a non-zero finite projection, thus contradicting the maximality.
Let F denote the set of finite subsets of A ordered by inclusion, and for each

F ∈ F , let pF denote the projection
∑
α∈F pα. Also, for each F ∈ F , let NF denote

the von Neumann algebra pFM pF + (I − pF )C, all of which are von Neumann
subalgebras of M . Now, (NF )F∈F is an increasing net of von Neumann subalgebras
of M , which are all finite since the projections pF , F ∈ F , are all finite. Let N =⋃
F∈F NF . Since pFxpF → x in strong operator topology, for all x ∈ M , we get

that N is strong operator dense in M .

It is not hard to see that the above necessary criteria for being semi-finite must
also be sufficient. For if 1 =

∑
α∈A pα is the decomposition of the identity as an

orthogonal sum of finite projections, and zIII denotes the central projection in M
satisfying zIIIM zIII = MIII, then for each α ∈ A we have that pzIII is a finite
projection in MIII, and hence zero. But then clearly zIII must be zero.

Let us turn to the concept of approximately finite von Neumann algebras.

Definition 1.2.7. A von Neumann algebra II1-factor M is called approximately fi-
nite, if there exist an ascending sequence N1,N2,N3, . . . of von Neumann subalge-
bras of M such that

⋃∞
k=1 Nk is weak operator-dense in M and Nk a type Ink -factor

for some increasing sequence (n1, n2, n3, . . .) of natural numbers. J

It is a classical theorem of Murray and von Neumann that all approximately finite
type II1-factors are isomorphic—see [MvN43, Theorem XIV]—and this unique II1-
factor is referred to as the hyperfinite II1-factor.2 As customary, we denote this
hyperfinite II1-factor by R. In this thesis we will not deal with the uniqueness of R.
We shall nonetheless mention that the hyperfinite II1-factor satisfy the following:

Proposition 1.2.8. The following von Neumann algebras are all isomorphic:

R , R ⊗M2 , M2(R) and R⊗R.

2For those who find [MvN43] a bit hard to read, we point out that Murray and von Neumann introduce
four types of approximately finite, namely, approximately finite of type [p1, p2, p3, . . .], approximately
finite (A), approximately finite (B) and approximately finite (C). These are given in Definition 4.1.1, Defi-
nition 4.3.1, Definition 4.5.2 and Definition 4.6.1 in [MvN43], respectively. In Theorem XII they prove that
all these types of approximately finite are the same, and in Theorem XIV they prove that all approximately
finite type II1-factors have the same algebraic type, meaning that they are all ∗-isomorphic.
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There are several ways to prove this. One might consider taking the infinite tensor
product

⊗∞
n=1 M2 as a model of R, in which case the statement is fairly trivial.3 If

one is not comfortable with the infinite tensor product, then one can think of R as
the group von Neumann algebra of ones favorite countable discrete amenable group
with infinite conjugacy classes. Indeed, Connes proved in his article [Con76], that a
discrete countable group with infinite conjugacy classes is amenable of and only if its
group von Neumann algebra is the hyperfinite II1-factor.

When Murray and von Neumann proved uniqueness of the hyperfinite II1-factor
in [MvN43, Theorem XIV], they also proved the following:

Proposition 1.2.9. For each sequence (n1, n2, n3, . . .) of natural numbers converging
to infinity, with nk dividing nk+1, for all k ∈ N, there exist an ascending sequence
N1,N2,N3, . . . of von Neumann subalgebras of R, whose union is strong operator
dense in R, with Nk a factor of type Ink .

In particular, for each k ∈ N, the hyperfinite II1-factor contains a von Neumann
subalgebra, which is a factor of type Ik.

Let us now consider an important object related to a von Neumann algebra, namely
the predual. It turns out that a von Neumann algebra M , in a natural way, can be
identified with the dual space of the set of ultraweakly continuous linear functionals
on M .4

Definition 1.2.10. Let M be a von Neumann algebra. The predual of M is the subset
M∗ of M ∗ consisting of all the ultraweakly continuous linear functionals on M . J

The predual is actually a Banach space, and if M is a von Neumann algebra, then
there is a canonical map from M to the dual space of M∗, namely the one mapping
an element x ∈ M to the map that evaluates at x. Our goal is to prove that this map
is a surjective linear isometry.

Theorem 1.2.11. Let M be a von Neumann algebra on a Hilbert space H. The
point-evaluation map M → (M∗)

∗ is a surjective linear isometry. In particular
M ∼= (M∗)

∗, as Banach spaces.

Proof. Let Φ denote the point-evaluation map, that is, Φ(x)(f) = f(x), for all x ∈
M , f ∈ M∗. Clearly Φ is linear, and we start by proving that it is also an isometry.
Suppose that x ∈ M and f ∈ M∗. Then |Φ(x)(f)| = |f(x)| ≤ ‖f‖‖x‖, which
shows that ‖Φ(x)‖ ≤ ‖x‖. For the other inequality, suppose that x ∈ M and let
ξ ∈ H with ‖ξ‖ = 1. If xξ = 0 then clearly ‖Φ(x)‖ ≥ ‖xξ‖. If xξ 6= 0, then
we let g denote the linear functions y 7→ ‖xξ‖−1〈yξ | xξ〉. Now, g is an ultraweakly
continuous linear functional of norm less than or equal to one. Since Φ(x)(g) = ‖xξ‖,
we get that ‖Φ(x)‖ ≥ ‖xξ‖. In any case, since ξ ∈ H was arbitrary of norm one,
we conclude that ‖Φ(x)‖ ≥ ‖x‖. Hence Φ is an isometry. Let us prove that Φ is
surjective. Suppose that φ ∈ (M∗)

∗, and for ξ, η ∈ H let fξ,η denote the linear
functional on M given by y 7→ 〈yξ | η〉. Consider the bilinear map

φ̂ : H×H → C defined by (ξ, η) 7→ φ(fξ,η), ξ, η ∈ H

3We will not explain how the infinite tensor product of von Neumann algebras is constructed, nor will
we prove that this particular tensor product turns out to be the hyperfinite II1-factor.

4 In fact, von Neumann algebras can be characterized as C∗-algebras having a unique predual, but we
will not treat this uniqueness here.
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Clearly φ̂ is a bounded bilinear map bounded by ‖φ‖, and the Riesz Representation
Theorem asserts that there exists some x ∈ B(H) so that

φ̂(ξ, η) = 〈xξ | η〉, for all ξ, η ∈ H.

We want to show that x ∈M . Suppose that y ∈M ′ is a self-adjoint element. Then,
for all z ∈M and ξ, η ∈ H, we have

fξ,yη(z) = 〈zξ | yη〉 = 〈zyξ | η〉 = fyξ,η(z),

which shows that fξ,yη = fyξ,η for all ξ, η ∈ H.5 Now, by definition of this bilinear
map we get that

〈xyξ | η〉 = φ(fyξ,η) = φ(fξ,yη) = 〈yxξ | η〉, for all ξ, η ∈ H.

Thus xy = yx. Since y ∈ M ′ was an arbitrary self-adjoint element, and these
span M ′, we get that xy = yx, for all y ∈ M ′. This shows that x ∈ M , by von
Neumann’s Double Commutant Theorem. Now, notice that Φ(x)(fξ,η) = φ(fξ,η),
for all ξ, η ∈ H. Since the set span{fξ,η : ξ, η ∈ H}, which actually consists of
all the weak operator continuous linear functionals on M , is dense in M∗, continuity
ensures that Φ(x) = φ. This proves surjectivity of Φ, and the proof is complete.

The following two proposition will be mentioned, as we will need them later:

Proposition 1.2.12. IfH andK are Hilbert spaces, then the mapB(H)→ B(H⊗K)
given by x 7→ x⊗ 1K is ultraweak operator-to-weak operator continuous.

The above proposition is not hard to prove, but can be a bit tedious.

Proposition 1.2.13. Suppose that M is a von Neumann algebra and I ⊆ M an
ultraweakly closed two-sided ideal. Then I is complemented in M , that is, there
exists an ideal J ⊆M such that M = I ⊕ J . More precisely, there exists a central
projection p ∈ I such that M = pM + (1− p)M .

Proof. Let (eλ)λ be a quasi-central approximate identity for I in M . Then (eλ)λ
converges strongly to a central projection p in M which acts as the identity on I. In
particular, since I is an ideal, we have I = pM . Now, with J = (1− p)M we have
M = I ⊕ J .

1.3 Algebras with separable predual

It is a common practice in von Neumann algebra theory to make the assumption of
separability of the predual. It is not obvious at first what the consequences are of this
assumption. Let us quickly recall that, when it comes to C∗-algebras, it is often cus-
tomary to assume norm separability. This custom is not a useful one for von Neumann
algebras, since, as we shall see, a norm separable von Neumann algebra is, in fact, fi-
nite dimensional. In this section we will discuss in detail the meaning of separability
of the predual for a von Neumann algebra.

5Here it is of great importance that fξ,η is considered a linear functional on M , and not on the whole
of B(H), in which case the statement is not necessarily true.
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Lemma 1.3.1. Suppose that A is a ∗-subalgebra of bounded operators on a Hilbert
spaceH, and that X is a subset ofH. Then the projection onto the closed linear span
of AX belongs to A′.

Proof. Denote the closed linear span ofAX byK, and let p denote the projection onto
K. Let x ∈ A. Clearly the linear span of AX is reducing for x, that is, it is invariant
under x and x∗. In particular, since the linear span of AX is dense in K, also K is
reducing for x. This means that x commutes with p, so since x ∈ A was arbitrary, we
conclude that p ∈ A′.

The following definition generalizes the concepts of cyclic and separating vectors.

Definition 1.3.2. Suppose that A is a set of bounded operators on a Hilbert space H,
and that X is a subset of H. The subset X is called separating for A if, for each
x ∈ A, x = 0, whenever xξ = 0 for all ξ ∈ X, and it is called cyclic for A if
AX = {xξ : x ∈ A, ξ ∈ X} spans a dense subspace ofH. J

As with separating and cyclic vectors, where there is a natural relationship be-
tween these, we also have a relationship between cyclic and separating subsets.

Proposition 1.3.3. Suppose that A is a ∗-algebra of bounded operators on a Hilbert
space, which contains the unit. A subset X is cyclic forA if and only if X is separating
for A′.

Proof. Suppose that X is cyclic for A. Let y ∈ A′, with yξ = 0, for all ξ ∈ X. Fix
η ∈ H. For each x ∈ A and ξ ∈ X we have

〈y∗η | xξ〉 = 〈η | xyξ〉 = 0,

so since AX spans a dense subset of H, we get by continuity, that y∗η = 0. Since η
was arbitrary, this shows that y∗ = 0, and indeed also y = 0. Hence X is separating
for A.

Suppose instead that X is separating for A′. Let p denote the projection onto the
closed linear span of AX. What we need to prove is that p is indeed the identity
operator. By Lemma 1.3.1 we know that p ∈ A′. Since A contains the identity
operator the closed linear span of AX contains X. In particular (1 − p)ξ = 0, for all
ξ ∈ X. Now, since 1− p ∈ A′, and X is separating for A′, it follows that 1− p = 0.
Hence X is cyclic for A.

Definition 1.3.4. A projection p in a von Neumann algebra M is called countably
decomposable if every orthogonal family of non-zero subprojections of p is count-
able. The von Neumann algebra M is called countably decomposable if the identity
is countably decomposable. J

A countably decomposable projection is also called σ-finite in the literature, and
likewise a countably decomposable von Neumann algebra is also called σ-finite in the
literature.

Notice that, as with many other properties of projections, being countably de-
composable is a property relative to the von Neumann algebra in question. The next
proposition gives equivalent formulations of countable decomposability:

Proposition 1.3.5. For a von Neumann algebra M on a Hilbert spaceH the following
are equivalent:



18 CHAPTER 1. PRELIMINARIES

(i) M is countably decomposable;

(ii) there is a countable subset ofH, which is separating for M ;

(iii) M admits a normal faithful state.

Moreover, the countable separating set can be chosen orthogonal.

Proof. Suppose that (i) holds and let us prove (ii). By Zorn’s Lemma, we choose
a family of unit vectors {ξα : α ∈ A} in H, which is maximal with respect to the
property that M ′ξα is orthogonal to M ′ξβ , when α, β ∈ A with α 6= β. Let us argue
why this is possible. Clearly the set of such families is non-empty, since every unit
vector constitutes such a family, and if we are given a linearly ordered subset of such
families—the set is ordered by inclusion of course—then their union will again be
such a family. Hence by Zorn’s Lemma there exist a family {ξα : α ∈ A}, which
is maximal with this property. Denote this family by X. Now, by maximality the set
X must be cyclic for M ′, for if not, then there exists some unit vector ξ, which is
orthogonal to M ′X, but then 〈xξ | yξα〉 = 〈ξ | x∗yξα〉 = 0, for all α and x, y ∈
M ′, which shows that the family X ∪ {ξ} is strictly larger than X with the property
described above, thus contradicting the maximality of X. Now, by Proposition 1.3.3
and von Neumann’s Double Commutant Theorem (see [KR83, Theorem 5.3.1]) we
get that X is separating for M since it is cyclic for M ′. For each α ∈ A, let pα denote
the projection onto the closure of M ′ξα. Then pα belongs to M , for all α ∈ A,
by Lemma 1.3.1. Since ξα ∈ M ′ξα we get that pα is non-zero, for all α ∈ A, so,
in particular, since the projections (pα)α∈A are all orthogonal, we get by assumption
that A is countable. Thus X is a countable separating subset for M , which proves (ii).

Next, assume that (ii) holds. Let {ξn : n ∈ N}, be a subset of H, which is sep-
arating for M . By normalizing, we may assume that all the vectors are unit vectors.
Define now a linear functional φ by

φ(x) =

∞∑
n=1

2−n〈xξn | ξn〉, x ∈M .

This linear functional is a well-defined normal state since
∞∑
n=1

2−n‖ξn‖2 =

∞∑
n=1

2−n = 1,

and it is clearly faithful, since the set {ξn : n ∈ N} is separating for M .
Last, suppose that (iii) holds, and let φ be a faithful normal state on M . Let

(pα)α∈A be an orthogonal family of non-zero projections in M . Let p =
∑
α∈A pα.

By normality of φ, we get that φ(p) =
∑
α∈A φ(pα). Since φ(p) =

∑
α∈A φ(pα) is

a convergent sum of non-negative numbers, we conclude that φ(pα) can be non-zero
for only countably many α ∈ A. Since φ is faithful, we know that φ(pα) > 0, for all
α ∈ A. Thus we conclude that A is countable, which shows that (i) holds.

Now we will prove a result about traces on von Neumann algebras. We will later
use the existence part of this result.

Theorem 1.3.6. A von Neumann algebra has a faithful normal tracial state if and
only if it is finite and countably decomposable. This tracial state is unique if and only
if the von Neumann algebra is a factor. Moreover, any finite von Neumann algebra
has a separating family of normal tracial states.
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Proof. Clearly a von Neumann algebra with a faithful normal trace is finite, and it is
also countably decomposable by Proposition 1.3.5. So the rest of the proof we will
asume that we are dealing with a finite von Neumann algebra.

Suppose that M is a finite von Neumann algebra and let C denote its center.
We will let T denote the center-valued trace on M , that is, the unique linear map
T : M → C satisfying T (x) = x, for all x ∈ C and T (xy) = T (yx), for all
x, y ∈M . This map automatically ultraweakly continuous and bounded of norm one,
with the properties that T (x) > 0 if x > 0 and T (yx) = yT (x), for all x ∈ M and
y ∈ C . See [KR86, Theorem 8.2.8] for the existence and properties of the center-
valued trace.

Suppose M is countably decomposable. Then C is countably decomposable as
well. By Proposition 1.3.5 we may choose some faithful normal state φ on C . Now
φ ◦ T will be a faithful normal tracial state on M .

This proves the first statement, let us now prove the last statement. Every von
Neumann algebra has a separating set of normal states, or in other words, the set of
normal states is separating. Let S denote the set of normal states. Then {ψ ◦ T : ψ ∈
S} is a separating family of tracial states.

Last we prove the statement of uniqueness. So suppose that τ is a faithful normal
trace on M . Assume that C = C1. There is a unique state on C , and it is given by
λ1 7→ λ, for λ ∈ C. Denote this state by φ. If we can prove that τ = φ ◦ T , then we
are done, since τ was arbitrary. By uniquness of T we get that the map g : M → C
given by x 7→ τ(x)1 must equal T , and so τ = φ◦g = T ◦φ. This proves uniqueness
of τ . Suppose conversely that C 6= C1. It suffices to prove that there exist two distict
faithful normal states ψ1 and φ2 on C , because then φ1 ◦ T and φ2 ◦ T will be two
distinct faithful tracial states on M . Let p ∈ C be a non-zero projection different
from 1. Since C is countably decomposable there exist a faithful normal state φ1 on
C . Let t ∈ (0, 1), with t 6= φ1(p), and define a linear functional φ2 : C → C by

φ2(x) =
t

φ(p)
φ1(px) +

1− t
1− φ(p)

φ1((1− p)x).

It is straight forward to check that φ2 is a normal state on C . Moreoverφ2 6= φ1, since
for example φ2(p) = t 6= φ1(p). This proves that the trace on M is not unique, and
thus concludes the proof.

Recall that the support (or carrier) of a positive normal linear functional φ on
a von Neumann algebra M is a projection p ∈ M , such that φ(q) = 0, for all
projections q ∈M with q ≤ 1−p, and φ(q) > 0, for all non-zero projections q ∈M
with q ≤ p. In particular the support projection of φ countably decomposable, since
φ is faithful on pM p. See for example [KR86, Definition 7.1.1].

Next is an anologu of Proposition 1.2.6 for countably decomposability instead of
finiteness.

Proposition 1.3.7. Let M be any von Neumann algebra. Then the identity can be
decomposed into a sum of orthogonal countably decomposable projections. In partic-
ular, there exists an increasing net of countably decomposable von Neumann subalge-
bras whose union is strong operator dense in M .

Proof. The proof is almost the same as the one of Proposition 1.2.6. In particular
the second statement is proved in the exact same way, when noting that the sum of
orthogonal cobnuntably decomposable projections is again countably decomposable,
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and that if p is a countably decomposable projaction, then pM p + (1 − p)C is a
countably decomposable von Neumann subalgebra of M . Hence we prove only the
first statement.

The first statement is a standard Zorn’s Lemma argument. The set of families of
orthogonal countably decomposable projections is a directed set with inclusion. First
note that this set is non-empty, since the support projection of any non-zero positive
normal linear functional is a non-zero countably decomposable projection. Choose a
maximal element by Zorn’s Lemma, that is, a family (pα)α∈A maximal with respect
to being a orthogonal family of countably decomposable projections. Let us show
that

∑
α∈A pα = 1. Suppose not, and denote

∑
α∈A pα by p. Choose positive normal

linear functional φ on M with φ(1−p) > 0. Now the positive normal linear functional
on M given by x 7→ φ((1 − p)x(1 − p)) is non zero with support projection below
1− p, thus contradicting the maximality of (pα)α∈A. Hence

∑
α∈A pα = 1.

As mentioned in the beginning, the proof of the second statement is the same as
that in Proposition 1.2.6, using the notes made in the beginning.

Definition 1.3.8. A subset A of a von Neumann algebra M is called a generating
set for M , if M is the smallest von Neumann algebra containing A. If the subset
A is self-adjoint, then this amounts to A′′ = M . A von Neumann algebra is called
finitely generated, if it has a finite generating set, and countably generated, if it has
a countable generating set. J

The von Neumann algebra generated by a subset A, that is, the weak operator
closure of the ∗-algebra generated by A and the identity operator, is of course the
smallest von Neumann algebra containing A. Hence the set A is a generating set
for the von Neumann algebra generated by A. If this where not the case, then the
terminology would have been very poorly chosen.

Let us prove the following easy proposition, which states that generating subsets
are preserved under ∗-homomorphisms.

Proposition 1.3.9. Suppose that M and N are von Neumann algebras, and that
ψ : M → N is a ∗-isomorphism. If A is a generating subset for M , then ψ(A) is a
generating subset of N .

Proof. Let A denote the unital C∗-algebra generated by A. Then A is ultraweakly
dense in M , so ψ(A) is ultraweakly dense in N , since ψ is an ultraweak operator-
to-ultraweak operator homeomorphism. The C∗-algebra generated by ψ(A) is ψ(A),
since ψ is isometric. Hence ψ(A) generates N .

Now that we have introduced the necessary terminology, we are ready to prove the
characterization of von Neumann algebras with separable predual. But first we need
the following general result from topology:

Proposition 1.3.10. A metric space X is separable if and only if it is second-coun-
table, that is, the topology has a countable basis. In particular every subset of a
separable metric space is itself separable.

Proof. Suppose that X is separable, and let {xn : n ∈ N} be a dense subset of
X. Denote by B(x, r) the ball in X with center x ∈ X and radius r > 0. It is
straightforward to check that the collection B = {B(xn,m

−1) : n,m ∈ N} defines a
countable basis for the topology.
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Suppose instead that X is second-countable. Let {Un : n ∈ N be a countable basis
for the topology. For each n ∈ N, choose some yn ∈ Un. Then {yn : n ∈ N} is dense
in X since it meets every open set.

Now, the last assertion follows from the fact that a basis for the space X restricts
to a basis for the subspace topology on a subset.

If this was not already clear, we stress that, by separable predual, we mean that the
predual is separable in the norm topology.

Theorem 1.3.11. Suppose that M is a von Neumann algebra. Then the following
conditions are equivalent:6

(i) M has separable predual;

(ii) M can be represented faithfully as a von Neumann algebra on a separable
Hilbert space;

(iii) M is countably generated and countably decomposable;

(iv) M is countably decomposable and separable in one of the six locally convex
operator topologies;

(v) M is countably decomposable and separable in all of the six locally convex
operator topologies;

(vi) M is countably decomposable and M1 separable in one of the six locally con-
vex operator topologies;

(vii) M is countably decomposable and M1 separable in all of the six locally convex
operator topologies.

Proof. Suppose that (i) holds, and let us prove (vii). Choose a norm dense subset
{fn : n ∈ N} of M∗, and for each n,m ∈ N choose some xn,m in the closed unit ball
of M , with Re fn(xn,m) ≥ ‖fn‖ − 1

m . Let X denote the set of convex combinations
of elements from {xn,m : n,m ∈ N} with rational coefficients, that is, the set

∞⋃
k=1

{ k∑
n,m=1

λn,mxn,m : λn,m ∈ Q ∩ [0, 1], n,m = 1, 2, . . . , k,

k∑
n,m=1

λn,m = 1
}
.

This is clearly countable and contains {xn,m : n,m ∈ N}. We now want to prove that
X is ultrastrong∗ operator dense in M1. Suppose towards a contradiction that this is
not the case, and let y be an element in M1 which is not in the ultrastrong∗ closure of
X. Since the ultrastrong∗ topology is weaker than the norm topology, the ultrastrong∗

closure of X and the ultrastrong∗ closure of the norm closure of X must agree. The
norm closure of X is clearly equal to the closed convex hull of {xn,n : n,m ∈ N},
so, in particular, the ultrastrong∗ closure of X must be convex, since it is equal the
ultrastrong∗ closure of a convex set, namely the norm closure of X. By the Hahn
Banach Theorem (see [KR83, Corollary 1.2.12]) there exists an ultrastrong∗ operator
continuous linear functional g on M , such that

sup{Re g(x) : x ∈ X} < Re g(y).

6Note, that by the six locally convex operator topologies, we mean the weak, the strong, the strong∗,
the ultraweak, the ultrastrong and the ultrastrong∗ operator topology.
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Since the ultrastrong∗ operator continuous linear functionals and the ultraweak op-
erator continuous linear functionals are the same we get that g ∈ M∗. Fix n ∈ N.
Choose some k ∈ N, so that ‖fk − g‖ < 1

n . Then ‖fk‖ > ‖g‖ − 1
n , and we see that

Re g(xk,n) = Re fk(xk,n)− Re(fk(xk,n)− g(xk,n))

≥ ‖fk‖ − n−1 − |fk(xk,n)− g(xk,n)|
> ‖g‖ − 3n−1.

In particular, since n was arbitrary, we conclude that sup{Re g(x) : x ∈ X} ≥ ‖g‖.
This gives rise to a contradiction, since y was in the unit ball of M , so that

‖g‖ ≤ sup{Re g(x) : x ∈ X} < Re g(y) ≤ |g(y)| ≤ ‖g‖.

It follows that X is ultrastrong∗ dense in the unit ball of M . Since the ultrastrong∗

operator topology is the strongest of the six locally convex operator topologies, we
conclude that X is dense in the unit ball of M with respect to all of them. What we
need now, is to show that M is countably decomposable. Since M∗ is a separable,
we get by Proposition 1.3.10 that the set of states in M∗ is norm separable. Let
{φn : n ∈ N} be a norm dense subset of the states in M∗. Now, let φ denote the
linear functional

∑∞
n=1 2−nφn, and let us show that φ is faithful. Let x ∈ M be a

non-zero positive element. Choose some normal state ψ on M , such that ψ(x) > 0,
for example a vector state corresponding to a unit vector not in the kernel of x. Let
n ∈ N be so that ‖φn−ψ‖ < 2−1ψ(x). Then φn(x) ≥ 2−1ψ(x) > 0, so in particular
φ(x) ≥ φn(x) > 0. Hence φ is faithful, and by Proposition 1.3.5 we conclude (vii).

Clearly (vii) implies (vi) and (v) implies (iv), so let us show that (vii) also implies
(v). If (vii) holds, then we can choose some ultrastrong∗ dense subset Y of M1. The
set QY = {sx : s ∈ Q, x ∈ Y} will then be ultrastrong∗ dense in M , and since
the ultrastrong∗ operator topology is the strongest of the six locally convex operator
topologies, we conclude that QY is also dense in M with respect to the five others
locally convex operator topologies. Thus we conclude (v). The same argument, with
the ultrastrong∗ operator topology replaced by one of the other topologies, can be used
to prove that (vi) implies (iv).

Assume now that (iv) holds, and let us prove (iii). All wee need to show is that
M is countably generated. By assumption we can find a countable set Y which is
weak operator dense in M , since a set which is dense with respect to one of the
six topologies, must necessarily be weak operator dense. By von Neumann’s Dou-
ble Commutant Theorem M contains Y′′, and since the latter set is weak operator
closed, it must contain the weak operator closure of Y, which was M . Thus the set
Y generates M . Hence (iii) holds.

Let us then prove that (iii) implies (ii). Let X be a countable generating set for
M . We may assume that is is self-adjoint and contains the unit, since we can always
replace it with the countable set X ∪ X∗ ∪ {1}. By Proposition 1.3.5 there exists a
countable subset {ξ1, ξ2, ξ3, . . .} of H, which is separating for M . Let us argue that
we can find a countable strong operator dense subset of M . The set

A = {x1x2 · · ·xn : n ∈ N, xk ∈ X, k = 1, 2, . . . , n}

of finite products of elements from X is clearly countable, and the linear span of this
set is a ∗-algebra since X was assumed to be self-adjoint containing the unit. The set
of linear combinations of elements in A with rational coefficients is countable, and we



1.3. ALGEBRAS WITH SEPARABLE PREDUAL 23

denote it by AQ. By construction, the strong operator closure of AQ contains a strong
operator closed ∗-algebra, which, in turn, contains X. Thus, since X′′ is the smallest
such algebra, we conclude that the strong operator closure of AQ contains X′′, but X
was a generating set for M , so X′′ = M . This shows that AQ is strong operator dense
in M . From this it follows that the countable set consisting of linear combinations of
elements from the set

{xξn : x ∈ AQ, n ∈ N}

with rational coefficients, is dense in the closed linear span of M {ξ1, ξ2, ξ3, . . .},
which is then separable. Let p denote the projection onto this closed subspace. Then p
commutes with M by Lemma 1.3.1, so pH is a separable reducing subspace for M .
The representation ρ : M → B(pH) defined by ρ(x) = px, is then a weak operator
continuous ∗-homomorphism, which is injective, since pH contains the separating set
{ξ1, ξ2, ξ3, . . .}. Thus the image is a von Neumann algebra, and we have proved (ii).

Suppose that (ii) holds, and let us prove (i). LetK be a separable Hilbert space, and
let π : M → B(K) be a faithful representation, with π(M ) a von Neumann algebra.
Since isomorphisms of von Neumann algebras are automatically ultraweakly continu-
ous, the restriction of π∗ to the predual π(M )∗ of π(M ), is an isometric isomorphism
of Banach spaces. Hence it suffices to show that π(M ) has separable predual. This
though should be clear from the fact that H is separable, and the fact that the weak
operator continuous linear functionals are norm dense in the set of ultraweakly con-
tinuous linear functionals.

Given the theorem above, the assumption of a separable predual suddenly seems
very reasonable, and definitely a desirable assumption to make.

Proposition 1.3.12. If M is a von Neumann algebra which is separable in the weak
operator topology, then the Hilbert space Hφ from th GNS-construction correspond-
ing to a normal positive linear functional φ on M is separable.

Proof. Let φ be a normal positive linear functional, and let j : M → Hφ denote the
natural map sending an element to its equivalence class. It is not hard to see, by
arguing as in the proof of Theorem 1.3.11, that M is indeed separable in the ultra-
strong topology, as well. Choose some countable subset A of M , which is ultrastrong
operator dense in M . Let Ã denote the closure of j(A) in Hφ. We want to show
that Ã contains j(M ), because then we are done, since j(M ) is dense in Hφ. Let
x ∈ M . Since A is ultrastrongly dense in M , we can choose some net (xα)α∈A,
which converges to x in ultrastrong operator topology. Then (xα − x)∗(xα − x) con-
verges to zero in the ultraweak operator topology. Since φ is normal, we get that
φ((xα − x)∗(xα − x)) converges the zero, but this precisely means that the square of
the distance between j(xα) and j(x) goes to zero in Hφ. Hence j(x) ∈ Ã, and the
proof is complete.

It is natural to ask whether the countable decomposability assumption in condi-
tions (iii), (iv), (v), (vi) and (vii) is necessary for Theorem 1.3.11 to hold. The answer
to this question is yes. There are examples of von Neumann algebras without sepa-
rable predual, which are separable in all the six operator topologies. Let us give an
example of such. Since we do not introduce the double dual of a C∗-algebraA before
next section, let us mention that the A∗∗ has a natural structure as a von Neumann al-
gebra, such that the weak∗ topology becomes the ultraweak operator topology (which
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makes A∗ the predual). With respect to this structure, the closed unit ball of A is
dense in the closed unit ball of A∗∗ with respect to all the six operator topologies.
More about this is explained in the following section. Let us give the example.

Consider the C∗-algebra A of continuous functions on the unit interval, that is,
A = C([0, 1];C). This C∗-algebra A is clearly separable, since the polynomials are
dense, by the Weierstrass Approximation Theorem. The dual space, however, is not
separable, as we shall see. The dual space is naturally characterized by the Riesz
Representation Theorem, but we do not need this for proving non-separability of A∗.
For each s ∈ [0, 1], we may consider the state on A given by φs(f) = f(s), which
corresponds to the Dirac measure at s. If s, t ∈ [0, 1] are distinct, then ‖φs−φt‖ = 2.
Hence we have found an uncountable family of elements, namely the family {φs : s ∈
[0, 1]}, whose distances to each other are equal to two, which shows thatA∗ cannot be
separable. Thus we have proved that countable decomposability is not ensured, when
assuming separability in one of the six operator topologies.

Let us give an examples of von Neumann algebras which will occur many times
in the thesis having non-separable predual, Namely, ultrapowers of the hyperfinite
II1-factor. The reader may consult Chapter 4 for the necessary background on ultra-
products.

Lemma 1.3.13. There exists an uncountable set C of infinite subsets of N, so that
every two sets from C have only finitely many elements in common.

Proof. For each t ∈ (0, 1) let
∑∞
n=0 a

(t)
n

1
10n be the base 10 expansion of t, that is,

a
(t)
k ∈ {0, 1, 2, . . . , 9}, for all k ∈ N, and t =

∑∞
n=0 a

(t)
n

1
10n . Now, for each n ∈ N,

let b(t)n be defined by b(t)n = 10n+1 +
∑n
k=0 a

(t)
k · 10n−k. In other words, b(t)n is the

number 1a
(t)
0 a

(t)
1 a

(t)
2 . . . a

(t)
n , where this should be understood as a number with digits

1, a
(t)
0 , a

(t)
1 , a

(t)
2 , . . . , a

(t)
n instead of a product. Note that, by construction, the natural

number b(t)n has n + 1 digits, for all n ∈ N and t ∈ (0, 1), that is, 10n+1 ≤ b
(t)
n <

10n+2, for all n ∈ N and t ∈ (0, 1). In particular, these elements are all distinct for
fixed t ∈ (0, 1). The claim is now that the set C = {{b(t)n : n ∈ N} : t ∈ (0, 1)}
satisfies the criteria. Clearly the set is uncountable, so we only need to check that
any two distinct sets in C only have finitely many elements in common. Suppose that
s, t ∈ (0, 1), and that the sets {b(t)n : n ∈ N} and {b(s)n : n ∈ N} have infinitely many
elements in common. If b(t)n = b

(s)
m , for some n,m ∈ N, then n = m, since the two

numbers have a different amount of digits when n 6= m. Thus, it must be the case that
b
(t)
n = b

(s)
n for infinitely many n ∈ N. Now if n ∈ N with b(t)n = b

(s)
n then

10n+1 +

n∑
k=0

a
(t)
k 10k = 10n+1 +

n∑
k=0

a
(s)
k 10k,

but this must mean that a(t)
k = a

(s)
k for all k = 0, 1, 2, . . . , n. Since b(t)n = b

(s)
n for

arbitrarily large n ∈ N, we conclude that a(t)
k = a

(s)
k for all k ∈ N. Hence, s = t

since they have the same base 10 expansion.

Proposition 1.3.14. If ω is a free ultrafilter on N, then there exists an uncountable set
of unitaries in Rω which have

√
2 distance to each other in the trace norm.

Proof. Let τ denote the trace on R and τω the trace on Rω . Choose an infinite
sequence of unitaries (un)n∈N in R so that τ(u∗nuk) = 0 when n 6= k. Such
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a sequence exists, and if one thinks of the hyperfinite II1-factor as the group von
Neumann algebra of an amenable countable discrete group with infinite conjugacy
classes, then one can just take the canonical unitaries corresponding to a sequence
of distinct group elements. Now let C be an uncountable set of infinite subsets
of N from Lemma 1.3.13. We may assume that the elements of C are sequences,
that is, they are ordered in some way, This particular order plays no role. For each
b ∈ C, say b = (bn)n∈N let ub = (ubn)n∈N. Now for a, b ∈ C, say b = (bn)n∈N
a = (an)n∈N, we have that bn = an for only finitely many n ∈ N, by choice ofC, and
so τn((ubn − uan)∗(ubn − uan)) = 2 for all but finitely many n ∈ N. Now since ω is
a free ultrafilter this implies that {n ∈ N : τn((ubn − uan)∗(ubn − uan)) = 2} ∈ ω,
and thus it follows that τω((ub − ua)∗(ub − ua)) = 2. Hence {ub : b ∈ C} is an
uncountable family of unitaries with ‖ub − ua‖τω =

√
2 for all a 6= b.

Corollary 1.3.15. If ω is a free ultrafilter, then the ultrapower Rω does not have
separable predual.

Proof. Let τω denote the trace on Rω . There is an uncountable family of unitaries
in Rω whose distance to each other is

√
2 in the Hilbert space Hτω from the GNS-

construction corresponding to τω . Hence Hτω cannot be separable, and it follows
Theorem 1.3.11 and Proposition 1.3.12 that Rω does not have separable predual.

This proves non-separability of the predual of Rω for a free ultrafilter ω on N.
Let us now move on to proving that a norm separable von Neumann algebra is finite
dimensional, as announced in the beginning of this section. First, recall that a projec-
tion in a von Neumann algebra is called minimal if it is non-zero and has no proper
non-zero subprojections.

Proposition 1.3.16. If a von Neumann algebra is infinite dimensional, then it contains
an infinite family of non-zero pairwise orthogonal projections.

Proof. Let M be an infinite dimensional von Neumann algebra. Suppose that the
there exist minimal projections p1, p2, . . . , pn in M with 1 = p1 + p2 + . . . + pn.
It is general structure theory (see [KR83, Chapter 6]), that we can then find natural
numbers k1, k2, . . . , kn ∈ N, with k1 + k2 + . . . + kn = n, and von Neumann
subalgebras N1,N2, . . . ,Nn of M , with Ni a type Iki -factor, i = 1, 2, . . . , n, such
that M = N1⊕N2⊕ . . .⊕Nn. In particular the dimension of M must be k2

1 +k2
2 +

. . .+ k2
n, which contradicts the fact that M is infinite dimensional.

Now, if we can write the identity as a sum of pairwise orthogonal non-zero pro-
jection, then the sum is necessarily infinite by the above argument. Hence we can
just choose countably many of these infinitely many pairwise orthogonal non-zero
projections.

If it is not the case that we can write the identity as a sum of pairwise orthogonal
non-zero projection, then it follows that there must be a non-zero projection p ∈
M that does not have any minimal subprojections. If this was not the case, then a
Zorn’s Lemma argument would imply that a maximal family of orthogonal minimal
projections would sum up to the identity. This we just saw cannot happen. Hence,
there exist a non-zero projection p ∈M with no minimal subprojections. Let us now
construct a sequence p1, p2, p3, . . . of non-zero pairwise orthogonal projections in M .
Denote p by p0 for notational reasons. Choose a proper non-zero subprojection p1 of
p0. Since p0−p1 is non-zero and cannot be minimal, there exist a proper subprojection
p2 of p0 − p1. Continuing like this successively, we may, for each k ∈ N, choose a
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non-zero proper subprojection pk+1 of pk−1−pk. In this way we construct the desired
sequence p1, p2, p3, . . . of non-zero pairwise orthogonal projections.

Corollary 1.3.17. If a von Neumann algebra is norm separable, then it is finite di-
mensional.

Proof. Let us show, that if a von Neumann algebra M is infinite dimensional, then
it is non-separable, in the norm topology. Let p1, p2, p3, . . . be non-zero pairwise
orthogonal projection. For each subset A ⊆ N, let qA denote the projection

∑
k∈A pk.

For distinct subsets A and B of N, we have ‖pA − pB‖ ∈ {1, 2},7 so since the power
set of of N is uncountable, we have constructed an uncountable family of elements in
M , which have distance greater then or equal to one to each other. In particular, M
cannot be separable in the norm topology.

1.4 Universal enveloping von Neumann algebra

Let us introduce another important concept, namely, the universal enveloping von
Neumann algebra. In the previous section we saw that a von Neumann algebra can be
thought of as a dual space in a particularly nice way. In this section, we shall see that
the double dual of a C∗-algebra can be given the structure of a von Neumann algebra,
in a natural way.

First we introduce the notion of a universal representation.

Definition 1.4.1. Suppose that A is a C∗-algebra and π : A → B(H) a represen-
tation of A on some Hilbert space H. The representation π is called universal if π
is non-degenerate, and satisfies the following universal property: given another non-
degenerate representation ρ of A on some Hilbert space K, there exists a surjective
∗-homomorphism ρ̃ : π(A)′′ → ρ(A)′′, which is ultraweakly operator-to-ultraweak
operator continuous, such that ρ̃ ◦ π = ρ. In other words, the following diagram
commutes:

A π //

ρ
((

π(A)′′

ρ̃

��
ρ(A)′′

J

It is not hard to show that such a universal representation is unique in the sense
that, if π1 : A → B(H1) and π2 : A → B(H2) are two universal representations,
then there exist a ∗-isomorphism ρ : π1(A)′′ → π′′2 (A), which is also an ultraweak
operator-to-ultraweak operator homeomorphism, such that ρ ◦ π1 = π2.

We want to show that the universal representation of a C∗-algebra exists, but not
only that, we also want to show that it relates to the double dual of the C∗-algebra in
question.

First we prove the following theorem, which shows the dual space of a C∗-algebra
is spanned by its states:

Theorem 1.4.2. Let A be a C∗-algebra. Every Hermitian linear functional φ on A
has the form φ = φ+ − φ− for positive linear functionals φ+ and φ− on A, with
‖φ‖ = ‖φ+‖ + ‖φ−‖. In particular, every element in A∗ is a linear combination of
at most four states.

7The distance is 1 if A ⊆ B or B ⊆ A, and 2 otherwise.
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Proof. Assume at first that A is unital, and assume that ‖φ‖ = 1. Since A is unital,
the state space S(A) of A, that is, the set of states on A, is weak∗-compact. Let
S = S(A) ∪ (−S(A)), and note that since S(A) is convex

convS = {λφ1 − µφ2 : λ, µ ≥ 0, λ+ µ = 1, φ1, φ2 ∈ S(A)}.

Hence convS is the image of the map

(φ1, φ2, λ) 7→ λφ1 − (1− λ)φ2 , S(A)× S(A)× [0, 1]→ A∗.

This map is clearly continuous when A∗ and S is given the weak∗-topology and
S(A) × S(A) × [0, 1] the product topology, but the latter set is compact, and thus
its image convS is weak∗-compact. Now our goal is to prove that φ ∈ convS. Sup-
pose towards a contradiction that φ /∈ convS. By the Hahn-Banach Theorem there
exist some x ∈ A and µ ∈ R so that

Reφ(x) > µ ≥ Reψ(x)

for all ψ ∈ convS. Let y = Rex, then φ(y) = Reφ(x) > µ ≥ Reψ(x) = ψ(y)
for all ψ ∈ convS, since ψ(Rex) = Reψ(x), for all Hermitian functionals ψ on
A. Since y is self-adjoint ‖y‖ = sup{ψ(y) : ψ ∈ S}, so in particular µ ≥ ‖y‖.
We assumed that ‖φ‖ ≤ 1, so that φ(y) ≤ ‖y‖ ≤ µ, which contradicts the fact that
φ /∈ convS. Thus there exist states φ′+ and φ′−, and non-negative real numbers λ and
µ, with λ + µ =, so that φ = λφ′+ − µφ′−. Now, letting φ+ = λφ′+ and φ− = µφ′−,
we see that φ = φ+ − φ− and

‖φ‖ = 1 = λ+ µ = λ‖φ′+‖+ µ‖φ′−‖ = ‖φ+‖+ ‖φ−‖.

This proves that φ has the desired decomposition. Clearly the zero functional has this
decomposition, and when ‖φ‖ 6= 0 the result can be obtained by scaling.

Suppose now that A is not unital, and that φ is a Hermitian linear functional on
A. Define a linear functional φ̃ on Ã given by φ̃(a+ λ1) = φ(a), a ∈ A and λ ∈ C.
Clearly φ̃ is a bounded Hermitian linear functional extending φ, with the same norm.
By the previous part we can write φ̃ = φ̃+ − φ̃−, for positive linear functionals φ̃+

and φ̃− on Ã. If we let φ+ = φ̃+|A and φ− = φ̃−|A, then clearly φ = φ+ − φ−. Let
us check that the condition on the norms also hold. We see that

‖φ‖ = ‖φ̃‖ = ‖φ̃+‖+ ‖φ̃−‖ ≥ ‖φ+‖+ ‖φ−‖.

The other inequality is trivial, so we get ‖φ‖ = ‖φ+‖+ ‖φ−‖.
Now suppose that φ ∈ A is just any linear functional. If we let φ1 and φ1 denote

the linear functionals on A given by

φ1(x) =
1

2
(φ(x) + φ(x∗)) and φ2(x) =

1

2i
(φ(x)− φ(x∗))

then it is straightforward to check that φ1 and φ2 are Hermitian with φ = φ1 + iφ2.
By the first part of this theorem φ1 and φ2 can both be written as a linear combination
of at most two states. Thus φ can be written as a linear combination of at most four
states.

Proposition 1.4.3. Suppose that π : A → B is a ∗-homomorphism between C∗-al-
gebras A and B. Then π maps the open unit ball of A onto the open unit ball of
π(A).
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Proof. Since ∗-isomorphisms are isometric we may assume that B = A/I for some
ideal in A, and that π is the quotient map. Suppose that x ∈ A/I with ‖x‖ < 1, and
choose a ∈ A with π(a) = x. Since ‖x‖ = inf{‖a + b‖ : b ∈ I}, we may choose
b ∈ I so that ‖x‖ ≤ ‖a + b‖ < 1. Thus conclude that x is in the image of the open
unit ball of A, since π(a+ b) = x.

Now, the following proposition is the key ingredient in proving that the double
dual of a C∗-algebra has a natural structure as a von Neumann algebra:

Proposition 1.4.4. Suppose that A is a C∗-algebra and π : A → B(H) a non-
degenerate representation of A on a Hilbert space H. Then π extends uniquely to
a weak∗-to-ultraweak continuous map π̃ : A∗∗ → π(A)′′, that is, π̃ is weak∗-to-
ultraweakly continuous and the diagram

A π //

ı

��

π(A)′′

A∗∗
π̃

66

commutes. Here ı denotes the natural inclusion. Moreover, π̃ maps the closed unit
ball of A∗∗ onto the closed unit ball of π(A)′′, so in particular it is surjective.

Proof. Let us for short denote π(A)′′ by M . First consider the adjoint of π. This is
a map π∗ : M ∗ → A∗, and we let ρ denote its restriction to the predual M∗ of M ,
that is, ρ = π∗|M∗ . Taking the adjoint again we get a map ρ∗ : A∗∗ → (M∗)

∗, and
so composing with the inverse of the canonical isomorphism κ : M → (M∗)

∗, we
obtain a map π̃ : A∗∗ →M . Let us check that this map extends π, that is κ(π(x)) =
ρ∗(ı(x)). So suppose that x ∈ A, and let φ ∈M∗. Then

ρ∗(ı(x))(φ) = ı(x)(ρ(φ)) = ρ(φ)(x) = φ(π(x)) = κ(π(x))(φ),

so since φ ∈ M∗ was arbitrary, this shows that κ(π(x)) = ρ∗(ι(x)). Hence the map
π̃ extends π.

Now that π̃ is weak∗-to-ultraweak continuous follows from the fact that the ultra-
weak operator topology on M is the weak∗ topology on M considered as the dual
space of M∗ and the fact that the conjugate of a bounded linear map is always weak∗-
to-weak∗ continuous. This also proves uniqueness since A is weak∗-dense in A∗∗.

Let us show that π̃ maps the closed unit ball of A∗∗ onto the closed unit ball of
M . Let S denote the image of the closed unit ball ofA∗∗, that is, S = π̃((A∗∗)1). By
Goldstine’s Theorem (see [Woj91, page 31]) we get that (A∗∗)1 is the weak∗ closure
of (A)1, and so since π̃ is weak∗-to-ultraweak continuous S is contained in the ul-
traweak closure of π(A1) in M , which by Kaplansky’s Density Theorem is M1 (see
[KR83, Theorem 5.3.5]). In this last use of Kaplansky’s Density Theorem it is im-
portant that π(A) is ultraweakly dense in π(A)′′, since π is non-degenerate. Indeed,
Kaplansky’s Theorem also applies even if π(A) does not contain the unit, as long as
the unit lies in the weak closure of π(A). We know already by Proposition 1.4.3 that
S contains the open unit ball of π(A), since π̃ extends π. By Banach-Alaoglu’s The-
orem (see [Zhu93, Theorem 1.4]) (A∗∗)1 is weak∗ compact, and therefore S must be
ultraweakly compact by continuity. In particular S is ultraweakly closed, and contains
the ultraweak closure of π(A)1, that is, M1 ⊆ S. Thus S = M1, which was the last
thing we needed to prove.
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Remark 1.4.5. Notice that the only place where we used that the representation in
Proposition 1.4.4 was non-degenerate, was when proving surjectivity, that is, when
proving that the extension maps the closed unit ball surjectively onto the closed unit
ball.

Now we are ready to show that universal representations exist, and give the con-
nection to the double dual.

Suppose thatA is a C∗-algebra, and for each element φ in the state space S(A) of
A, let (πφ,Hφ, ξφ) be the GNS-construction corresponding to φ. We let πu denote the
direct sum of all these representations. So πu =

⊕
φ∈S(A) πφ, and it is a representa-

tion on the Hilbert spaceHu =
⊕

φ∈S(A)Hφ. This representation is non-degenerate,
since each representation πφ, φ ∈ S(A), is so. It is well-known that this represen-
tation is faithful, since the states on A separate points. Next, we will show that this
representation is actually universal, and that πu(A)′′ can be identified with A∗∗ in a
natural way.

Theorem 1.4.6. Let A be a C∗-algebra. With the notation above, the representation
πu is a universal representation of A. Moreover, πu extends to a surjective isometry
π̃u : A∗∗ → πu(A)′′, which is also a weak∗-to-ultraweak operator topology homeo-
morphism.

Proof. We start by proving the second statement, and then afterwards return to the
universality of πu. From Proposition 1.4.4 we know that πu extends uniquely to a
surjective weak∗-to-ultraweak continuous map π̃u : A∗∗ → πu(A)′′, so let us start
by recalling how this map was obtained. Let us for short denote πu(A)′′ by M . We
started by considering the map π∗u, and letting ρ denote the restriction of this map to
M∗, that is, ρ = π∗u|M∗ . If κ denotes the canonical isomorphism M → (M∗)

∗, then
the map π̃u was defined by π̃u = κ−1 ◦ ρ∗. Our aim is to prove that ρ is a surjective
isometry. So let us start by proving that ρ is an isometry. For φ ∈M∗

‖ρ(φ)‖ = ‖φ ◦ πu‖ = sup{|φ(πu(x))| : x ∈ A, ‖x‖ ≤ 1}.

Since πu is a faithful representation it is an isometry. Hence

sup{|φ(πu(x))| : x ∈ A, ‖x‖ ≤ 1} = sup{|φ(y)| : y ∈ πu(A), ‖y‖ ≤ 1}.

Since πu is non-degenerate, πu(A) is ultraweakly dense in M so since φ is ultra-
weakly continuous

sup{|φ(y)| : y ∈ πu(A), ‖y‖ ≤ 1} = sup{|φ(y)| : y ∈M , ‖y‖ ≤ 1} = ‖φ‖.

This shows that ρ is in fact an isometry. Let us also show that ρ is surjective. Let
φ ∈ A∗. By Theorem 1.4.2 we can write φ as a linear combination of at most states,
that is, we can write φ =

∑4
i=1 λiφi with λi ∈ C and φi ∈ S(A) for i = 1, 2, 3, 4.

With the notation set-forth above let ξ, η ∈ Hu be given by ξ =
∑4
i=1 λiξφi and

η =
∑4
i=1 ξφi , where the sums are taken inside Hu =

⊕
ψ∈S(A)Hψ . Consider now

the linear functional ψ ∈ M∗ given by ψ(a) = 〈aξ | η〉 for a ∈ M . For x ∈ A we
see that

ρ(ψ)(x) = 〈πu(x)ξ | η〉 =

4∑
i=1

λi〈πu(x)ξφi | ξφi〉 =

4∑
i=1

λiφi(x) = φ(x),
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so since φ was arbitrary this shows that ρ is surjective.8 Since ρ is a bijective isom-
etry, we get that its adjoint ρ∗ is also a surjective isometry. Since the adjoint of a
bounded map is weak∗-to-weak∗ continuous and (ρ∗)−1 = (ρ−1)∗, ρ∗ must be a
weak∗-to-weak∗ homeomorphism. Now, κ is an isometry and a weak∗-to-ultraweak
homeomorphism, so since π̃u = κ−1 ◦ ρ∗ we get that π̃u is an isometry which is
weak∗-to-ultraweak homeomorphism.

This proves the second statement. The universality of πu follows directly from
Proposition 1.4.4, since we know that A∗∗ ∼= πu(A)′′.

The von Neumann algebra πu(A)′′ from Theorem 1.4.6 is called the universal
enveloping von Neumann algebra. The theorem justify that we may identify A∗∗
with this universal enveloping von Neumann algebra, and so in the following we not
distinguish between the two spaces. It is also referred to as the double dual .

Since a Banach space is weak∗ dense in its double dual, we also get from Theo-
rem 1.4.6 that A is ultraweakly dense in A∗∗. Clearly it is then dense in all the six
operator topologies, since they all have the same closure on ∗-algebras.

Remark 1.4.7. Suppose that B is a C∗-algebra and A a C∗-subalgebra in B. Recall
that we say that A is hereditary in B, if for each x ∈ A and y ∈ B, we have
x∗yx ∈ A. Since the product is ultrastrongly continuous in each variable separately
it follows easily that A∗∗ is hereditary in B∗∗, since A and B are ultrastrongly dense
in A∗∗ and B∗∗, respectively.

At first it might not seem so magical that the double dual of a C∗-algebra can be
given this structure as a von Neumann algebra, but it turns out to be a powerful tool. In
particular, it it has the advantage that it is exceptionally easy to extend maps between
C∗-algebras to their double duals, namely, that can be done just by taking adjoint
of the map twice. We shall see that taking adjoint of a map between C∗-algebras
preserves many properties of the map.

Remark 1.4.8. For a C∗-algebras A there is a natural way of identifying Mn(A∗∗)
with Mn(A)∗∗. If B is another C∗-algebra and φ : A → B is a linear map, then with
this identification, (φ∗∗)n = (φn)∗∗.

Theorem 1.4.9. Suppose that A and B are C∗-algebras, φ : A → B a linear map
and φ∗∗ : A∗∗ → B∗∗ its second conjugate. Then: (i) the map φ∗∗ is ultraweakly
continuous, that is continuous when both A∗∗ and B∗∗ are equipped with their ultra-
weak operator topologies; (ii) the norm of φ∗∗ is the same as that of φ; (iii) if φ is
a homomorphism, then so is φ∗∗; (iv) if φ is Hermitian, then so is φ∗∗; (v) if φ is
positive, then so is φ∗∗; (vi) if φ is unital then φ∗∗ is also unital; (vii) if φ is com-
pletely bounded, then so is φ∗∗, with the same completely bounded norm; (viii) if φ is
completely positive, then so is φ∗∗.

Proof. That (i) and (ii) holds follows just from general Banach space theory. Now,
that (iii), (iv) and (v) holds follows from Kaplansky’s Density Theorem and ultraweak
continuity of φ∗∗ together with the fact that the product inA is ultraweakly continuous
on bounded sets. Obviously (vi) is true, and (vii) and (viii) follows from Remark 1.4.8,
which states that (φ∗∗)n = (φn)∗∗, together with (ii) and (v).

8The computation with inner products is justified, because for i 6= j, we have that ξφi and ξφj are
orthogonal in the direct sum.
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Before we end this section, let us prove the following small result, which we will
need a couple of times.

Proposition 1.4.10. Suppose that A and B are C∗-algebras and π : B → A a sur-
jective ∗-homomorphism. Let I = kerπ, and let p denote the central projection in
B∗∗ so that pB∗∗ = I∗∗. If φ : B∗∗ → I∗∗ denotes multiplication by p, then the map
φ ⊕ π∗∗ : B∗∗ → I∗∗ ⊕ A∗∗ is an isomorphism. In particular, Ã∗∗ is canonically
isomorphic to A∗∗ ⊕ C.

Proof. This is actually just a corollary to Proposition 1.2.13, and with this proposition
in mind, all we need to verify is that I∗∗ is an ultraweakly closed two-sided ideal in
B. Since ι∗∗ is ultraweak-to-ultraweak continuous I∗∗ is a von Neumann algebra,
and in particular ultraweakly closed. Now, that I∗∗ is a two-sided ideal follows just
from the fact that B is ultraweakly dense in B∗∗ and the multiplication is ultraweakly
continuous in each variable separately.

1.5 Tensor products

This section contains, just about, the necessary results on tensor products of C∗-
algebras needed for this thesis. Most of the proofs are omitted, and the results can
be found in the literature. For example, the results on the maximal and minimal tensor
products are all contained in [BO08, Chapter 3], and so are the last few notes on tensor
product, see also [BO08, Appendix B]. Tensor product of operators are discussed in
detail in [KR83, Section 2.6].

The reader is assumed to be familiar with the algebraic tensor product. We denote
the algebraic tensor product of vector spaces V and W by V �W , and elementary
tensors in the algebraic tensor product, are denoted by v ⊗ w, for v ∈ V and w ∈W .

The reader is also expected to be familiar with the tensor product of Hilbert spaces
and operators on Hilbert spaces. For Hilbert spaces H and K, we denote by H ⊗ K
their tensor product. For bounded linear operators x and y on H and K, respectively,
we denote by x⊗ y the tensor product operator on H⊗K. It is uniquely determined
by acting on elementary tensors by (x⊗ y)(ξ⊗ η) = (xξ)⊗ (yη), ξ ∈ H, η ∈ K. For
a Hilbert space K, we denote byH⊗n the n-fold tensor productH⊗H⊗ . . .⊗H.

If A, B and C are C∗-algebras, and πA : A → C and πB : B → C are ∗-homomor-
phisms with commuting ranges, then we denote by πA × πB the ∗-homomorphism

πA × πB : A� B → C defined by (πA × πB)(a⊗ b) = πA(a)πB(b),

for a ∈ A and b ∈ B.

Proposition 1.5.1. GivenC∗-algebrasA andB, a Hilbert spaceH and a ∗-homomor-
phism π : A � B → B(H), there exist ∗-homomorphisms πA : A → B(H) and
πB : B → B(H) with commuting ranges, such that π = πA × πB.

The maps πA and πB from the above proposition are called the restrictions of π.
Given C∗-algebras A and B together with representations πA : A → B(H) and

πB : B → B(K) on Hilbert spacesH and K, respectively, we get a ∗-representation

πA � πB : A� B → B(H⊗K),

which is defined on elementary tensors by

(πA � πB)(a⊗ b) = πA(a)⊗ πB(b).
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One can define several C∗-norms on the algebraic tensor product of C∗-algebrasr.
The most important are the maximal norm and the minimal norm, whose definitions
we now recal.

Definition 1.5.2. Given C∗-algebrasA and B, the maximal tensor product ofA and
B is the completion of A� B, with respect the norm

‖x‖max = sup{‖π(x)‖ : π : A� B → B(H) is a ∗-representation},

for x ∈ A� B, and it is denoted by A⊗max B. J

The maximal tensor norm is well-defined, and A ⊗max B is a C∗-algebra. The
maximal norm turns out to be the largest possible C∗-norm on A� B.

Definition 1.5.3. Given C∗-algebrasA and B, the minimal tensor product ofA and
B is the completion of A� B, with respect to the norm∥∥∥ n∑

k=1

ak ⊗ bk
∥∥∥

min
=
∥∥∥ n∑
k=1

π(ak)⊗ ρ(bk)
∥∥∥
B(H⊗K)

,

for a1, . . . , an ∈ A and b1, . . . , bn ∈ B, and some choice of faithful representations
π : A → B(H) and ρ : B → B(K). This completion is denoted by A⊗min B. J

The minimal tensor product is also called the spatial tensor product, and it is not
right away clear why this is well-defined. It can be shown that ⊗min is independent
of the choice of faithful representation. A famous theorem of Takesaki states that the
minimal tensor norm is, in fact, the smallest C∗-algebra norm on A� B.

The maximal and minimal tensor product norms are both cross-norms, meaning
that ‖x⊗ y‖ = ‖x‖‖y‖ holds for all elementary tensors x⊗ y.

Since the maximal norm and the minimal norm are the largest and the smallest
C∗-algebra norms on A � B, respectively, we obtain for any other C∗-algebra norm
‖ · ‖α, canonical surjective ∗-homomorphisms

A⊗max B // A⊗α B // A⊗min B ,

where A ⊗α B denotes the completion of A � B with respect to the norm ‖ · ‖α.
By canonical maps we mean that they restrict to the identity on the algebraic tensor
product. We deduce that there is a uniqueC∗-norm onA�B if and only ifA⊗maxB =
A⊗min B.

Later in the thesis, we will be interested in cases where A ⊗max B = A ⊗min B.
A particular case where this happens, is if A or B is equal to Mn, for some n ∈ N.

The maximal tensor product has the following universal property:

Proposition 1.5.4. Suppose that A, B and C are C∗-algebras. Given a ∗-homomor-
phism π : A � B → C, there exists a unique map A ⊗max B → C extending π. In
particular, if πA : A → C and πB : B → C are C∗-algebras with commuting ranges,
then they induce a unique ∗-homomorphism

πA × πB : A⊗max B → C

Since a map πA × πB always extends from the algebraic tensor product to the
maximal tensor product, we will use the symbol πA × πB to mean both these things.
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Since restrictions always exist, every ∗-homomorphism π going out of the maximal
tensor product has the form π = πA × πB.

Now, let us turn our attention to maps between tensor products, and continuity
properties of such.

Theorem 1.5.5. Suppose that Ai and Bi, i = 1, 2, are C∗-algebras, together with
completely positive maps φi : Ai → Bi, i = 1, 2. Then the map

A1 �A2 → B1 � B2 given by (a1 ⊗ a2) 7→ φ1(a1)⊗ φ2(a2)

extends to a completely positive map

φ1 ⊗max φ2 : A1 ⊗max A2 → B1 ⊗max B2,

and it extends to a completely positive map

φ1 ⊗min φ2 : A1 ⊗min A2 → B1 ⊗min B2.

Moreover, these satisfy ‖φ1 ⊗max φ2‖ = ‖φ1 ⊗min φ2‖ = ‖φ1‖‖φ2‖.

A particular case of the above theorem is when φ1 and φ2 are ∗-homomorphisms.
In this case, continuity ensures that both φ1 ⊗max φ2 and φ1 ⊗min φ2 are again ∗-ho-
momorphisms.

In the above above theorem we used the notation φ1⊗max φ2 and φ1⊗min φ2, for
these specific tensor product maps, but later we will use φ1 ⊗ φ2 as a generic symbol
for most tensor product maps. It should be clear from the context, which maps are we
talking about.

At this point, let us make some comments on a particular kind of maps, namely,
the inclusion of aC∗-subalgebra into aC∗-algebra. The following proposition follows
directly from the fact that the minimal tensor norm is independent of the choice of
faithful representation:

Proposition 1.5.6. Given C∗-algebras Bi and C∗-subalgebrasAi ⊆ Bi, i = 1, 2, the
minimal tensor norm on B1 � B2 restricts to the minimal tensor norm on A1 � A2.
Hence, the inclusion of the algebraic tensor products induces an isometric inclusion

A1 ⊗min A2 ⊆ B1 ⊗min B2.

There is no analogue of the above proposition for the maximal tensor product.
There always exist a map

A1 ⊗max A2 → B1 ⊗max B2,

and it maps surjectively onto the closure of the algebraic tensor product A1 � A2

inside B1 � B2, with respect to the maximal tensor norm on B1 � B2, but we are
not guaranteed that it is injective. We will see later that, for a C∗-algebra B and a
C∗-subalgebras A ⊆ B, the inclusion A⊗max C ⊆ B ⊗max C being isometric for all
C∗-algebras C, is equivalent to what will be calledA being relatively weakly injective
in B.

Besides inclusions, another special kind of maps are quotient maps, and in this
respect, one would like to know how the tensor products behave with respect to exact
sequences. Unlike the case of inclusions, in this case there is an easy answer for the
maximal tensor product:
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Proposition 1.5.7. Given a C∗-algebra A and an ideal I in A, the sequence

0 // I ⊗max B // A⊗max B // A/I ⊗max B // 0

is exact for all C∗-algebras B, where all the maps are the obvious ones.

However, the answer for the minimal tensor product is not as easy. In this case,
among other results we have the following proposition:

Proposition 1.5.8. Suppose that A and B are C∗-algebras, and that I is an ideal in
A. If there is a unique norm on (A/I)⊗ B, then the sequence

0 // I ⊗min B // A⊗min B // A/I ⊗min B // 0

is exact, where all the maps are the obvious ones.

Before ending this section we will talk about some other tensor products, namely
the von Neumann algebra tensor product, and the tensor product of operator spaces.

Suppose that we are given von Neumann algebras M and N on Hilbert spacesH
andK. The von Neumann algebra tensor product of M and N , denoted by M ⊗N ,
is the set

M ⊗N = {x⊗ y : x ∈M , y ∈ N }′′,

which is also the strong operator closure of the set {x ⊗ y : x ∈ M , y ∈ N } in
B(H⊗K). For a von Neumann algebra M we will denote by M⊗n the n-fold tensor
product M ⊗M ⊗ . . .⊗M .

Let us define the tensor product of operator spaces. The tensor product of operator
spaces is the minimal tensor product. For operator spacesM1 andM2, with ambient
C∗-algebrasA1 andA2, we define the tensor product ofM1 andM2 to be the closure
ofM1�M2 insideA1⊗minA2, and we denote it byM1⊗minM2. Notice that this
is well defined, that is, it does not depend on the choice of ambient C∗-algebras, since
the minimal tensor product behaves nicely with respect to C∗-subalgebras. Indeed,
if B1 and B2 are two other ambient C∗-algebras ofM1 andM2, respectively, then,
with C1 and C2 denoting the C∗-algebras generated byM1 andM2, respectively, the
inclusions

C1 ⊗min C2 → A1 ⊗min A2 and C1 ⊗min C2 → B1 ⊗min B2

are both isometric. Hence the choice does not matter. We will need the following two
propositions about tensor product of maps between operator spaces.

Proposition 1.5.9. Suppose thatMi andM′i are operator spaces, i = 1, 2, together
with completely bounded maps φi : Mi →M′i. Then the tensor product map φ1�φ2

extends uniquely to a completely bounded map

φ1 ⊗ φ2 : M1 ⊗minM2 →M′1 ⊗minM′2.

Moreover, ‖φ1 ⊗ φ2‖cb = ‖φ1‖cb‖φ2‖cb. In particular, if both φ1 and φ2 are com-
pletely contractive, then φ1 ⊗ φ2 is completely contractive.

Proposition 1.5.10. If M1 and M2 are operator spaces, φ : M1 → M2 a com-
pletely bounded map andH an infinite dimensional Hilbert space, then

‖φ‖cb = ‖φ⊗ idB(H)‖.
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The subtlety of the above proposition is that the norm on the right hand side is not
the completely bounded norm, but the usual operator norm on the set of bounded linear
operator from M1 ⊗min B(H) to M2 ⊗min B(H), which in some cases are easier
to compute. The intuitive idea behind the above proposition is that B(H) contains
sufficiently large matrix algebras.

1.6 Filters and ultrafilters

This section is a very short introduction to filters. The purpose of this section is to set
the terminology and state a number of results on filters that will be used frequently
throughout the thesis. With only a few exceptions, filters will be used exclusively in
the chapters 4, 5 and 6. If the reader is not already familiar with filters, then it might
be a good idea to read a more thorough introduction to filters before reading these
chapters, for example [CSC10, Appendix J].

Definition 1.6.1. Suppose that I is an some index set. A family F of subsets of I is
called a filter, if it satisfies the following three conditions:

(i) the empty set is not in F ;

(ii) if A ∈ F and B ⊆ I with A ⊆ B, then B ∈ F ;

(iii) if A,B ∈ F then their intersection is also in F .

If in addition to the conditions above, the set F satisfies:

(iv) for each A ⊆ I , either A ∈ F or I \A ∈ F ,

then F is called an ultrafilter. J

If I is a set and J a collection of subsets of I such that J has the finite intersection
property, then there is a filter containing J , namely the set of all subsets I0 of I such
that there exist I1, . . . , In ∈ J with I1 ∩ . . . ∩ In ⊆ I0. This is called the filter
generated by J .

It is straightforward to check that for any non-empty set A ⊂ I , the set

F = {B ⊆ I : A ⊆ B}

is a filter on I . Such a filter if called a principal filter on I . An ultrafilter which is not
principal is called free (or non-principal). If F is a principal ultrafilter, then A must
necessarily be a singleton, that is, A only has one point.

The proofs of the following theorem is omitted. It can be found in almost all
literature on filters, see for example [CSC10, Appendix J].

Theorem 1.6.2. Every filter is contained in an ultrafilter.

One application of the above theorem, is that one can construct ultrafilters con-
taining certain specified sets. This is made precise in the following proposition:

Proposition 1.6.3. Let I be a set, and let A be a non-empty collection of subsets of
I , which have the finite intersection property, that is, any two elements from A have
non-empty intersection. Then there exists an ultrafilter ω on I , which contains A.
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Proof. Let F denote the filter generated by A. Then by the above theorem there exists
an ultrafilter ω on I containingF . This ultrafilter is the desired ultrafilter, since clearly
A ⊆ F ⊆ ω.

Definition 1.6.4. Suppose that X is a topological space, I an index set and F a filter
on I . An indexed family (xi)i∈I of elements in X is said to converge along the filter
F to some x ∈ X if

{i ∈ I : xi ∈ U} ∈ F

for all open neighbourhoods U of x. This is written limi→F xi = x. J

It is straightforward to check that if the topological space is Hausdorff, then a
potential limit along a filter is unique. This follows from the fact that a filter cannot
contain the empty set.

The following theorem is probably the main reason that we, in this thesis, prefer
ultrafilters, in contrast to just filters.

Theorem 1.6.5. Suppose that X is a compact topological space, I an index set and ω
an ultrafilter on I . Then every subset of X indexed by I converges along ω, that is, for
every indexed subset (xi)i∈I of X the limit limi→ω xi exists.

This is an analogue of the theorem in topology which says that a net in a com-
pact topological space has a cluster point, or equivalently, a convergent subnet. In
general, filters can be used—instead of nets–in a way to generalize the well-known
results about describing topological properties in metric spaces, such as closedness
and continuity, in terms of convergent sequences. Then following two propositions
are an example of this.

Proposition 1.6.6. Suppose that f : X→ Y is a continuous map between topological
spaces X and Y. Let I be a set and F a filter on I . If (xi)i∈I is an indexed family of
elements in X which converges to some x ∈ X along F , then limi→F f(xi) = f(x).

Proof. Let U be an open neighbourhood of f(x) in Y. Then V = f−1(U) is an open
neighbourhood of x in X since f is continuous. Hence

{i ∈ I : f(xi) ∈ U} = {i ∈ I : xi ∈ V } ∈ F

since (xi)i∈I converges to x along F . In this way it follows that (f(xi))i∈I converges
to f(x) along F .

Proposition 1.6.7. Suppose that X is a topological space and A is a subset of X. Let
I be an index set, F a filter on I and (xi)i∈I a subset of A that converges to some
x ∈ X along F . Then x is in the closure of A in X. In particular if A is closed then
x ∈ A.

Proof. Let U be an open neighbourhood of x in X. Since limi→F xi = x the set
{i ∈ I : xi ∈ U} is in F . In particular, it is non-empty, and we may choose an
element j ∈ {i ∈ I : xi ∈ U}. Then xj ∈ U , so it follows that A ∩ U 6= ∅. Since U
was an arbitrary open neighbourhood of x in X, we conclude that x is in the closure
of A in X.



Chapter 2

An introduction to WEP, QWEP, LP
and LLP

This chapter contains an introduction to the concept of the weak expectation prop-
erty (abbreviated as WEP), QWEP, the lifting property (abbreviated as LP) and the
local lifting property (abbreviated as LLP). See definitions 2.2.5, 2.3.1 and 2.4.13,
respectively.

The weak expectation property was introduced by E. Christopher Lance in his ar-
ticle [Lan73] of 1973. The purpose for which Lance introduced the weak expectation
property was to investigate nuclearity of C∗-algebras.

Before discussing the central concepts in this chapter, we introduce the notion of
conditional expectations, and prove a nifty theorem due to Tomiyama.

2.1 Conditional expectations

Let us start by exploring the concepts of bimodule maps and multiplicative domains.
After this, we prove Tomiyama’s theorem, and define conditional expectations.

Definition 2.1.1. A linear map φ : B → C between C∗-algebras B and C is called
an A-bimodule map, for some C∗-subalgebra A ⊆ B, if φ(ab) = φ(a)φ(b) and
φ(ba) = φ(b)φ(a), for all a ∈ A and b ∈ B. J

Proposition 2.1.2. Suppose that A and B are C∗-algebras. If φ : A → B is a con-
tractive completely positive map, then

(i) for each a ∈ A we have the inequality φ(a)∗φ(a) ≤ φ(a∗a), which is called
the Schwarz inequality;

(ii) If a ∈ A such that φ(a∗a) = φ(a)∗φ(a) and φ(aa∗) = φ(a)φ(a)∗, then
φ(ax) = φ(a)φ(x) and φ(xa) = φ(x)φ(a), for all x ∈ A;

(iii) The set
{
a ∈ A : φ(a∗a) = φ(a)∗φ(a) and φ(aa∗) = φ(a)φ(a)∗

}
is a

C∗-subalgebra of A.

Proof. First of all, we may assume that B ⊆ B(H) for a Hilbert space H. Let
(π, V,K) be a Stinespring representation for φ with ‖V ‖ ≤ 1. If A is unital, then
this representation exists by Stinespring’s Dilation Theorem, and if A is not unital,
then it exists by Corollary B.2.2. In either case, 1− V V ∗ is a positive operator on K.

37
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Let us start by proving (i). For a ∈ A we have

φ(a∗a)− φ(a)∗φ(a) = V ∗π(a)∗
(
1K − V V ∗

)
π(a)V,

so since the operator 1K − V V ∗ is positive, it follows that φ(a∗a) − φ(a)∗φ(a) is
positive. This proves (i).

Now let us prove (ii). Suppose that a ∈ A satisfies φ(a∗a) = φ(a)∗φ(a) and
φ(aa∗) = φ(a)φ(a)∗. Then

V ∗π(a)∗(1K − V V ∗)π(a)V = φ(a∗a)− φ(a∗)φ(a) = 0,

which shows that (1K − V V ∗)1/2π(a)V = 0, and so (1K − V V ∗)π(a)V = 0. Thus
we have π(a)V = V V ∗π(a)V , and by replacing a with a∗ and taking adjoints we
also get V ∗π(a) = V ∗π(a)V V ∗. Now, for x ∈ A we see that

φ(ax) = V ∗π(a)π(x)V = V ∗π(a)V V ∗π(x)V = φ(a)φ(x),

and similarly, φ(xa) = φ(x)φ(a). Hence (ii) holds.
Last, let us prove (iii). Let C denote the set{

a ∈ A : φ(a∗a) = φ(a)∗φ(a) and φ(aa∗) = φ(a)φ(a)∗
}
,

which is clearly self-adjoint. Suppose that a, b ∈ C, then using (ii) we see that

φ((ab)∗(ab)) = φ((ab)∗a)φ(b) = φ((ab)∗)φ(a)φ(b) = φ(ab)∗φ(ab)

and likewise φ((ab)(ab)∗) = φ(ab)φ(ab)∗. Thus ab ∈ C. In the same manner it is
easy to show that C is a subspace using (ii), and so C is a ∗-subalgebra. The fact that
C is closed follows from continuity of φ.

Corollary 2.1.3. Suppose that B and C are C∗-algebras and that A ⊆ B is a C∗-
subalgebra of B. If φ : B → C is a contractive completely positive map, so that the
restriction of φ to A is a ∗-homomorphism, then φ is an A-bimodule map.

Clearly the C∗-algebra from point (iii) in the above theorem is the largest subset
for which the map is a bimodule map. This leads to the following definition:

Definition 2.1.4. In the setting Proposition 2.1.2, the C∗-algebra from (iii) is called
the multiplicative domain of φ. J

Now, the next thing we are interested in is Tomiyama’s theorem, which character-
izes a particular kind of bimodule maps. First we need a definition, and then a lemma,
which serves as a tool to determine whether a map is completely positive.

Definition 2.1.5. A surjective linear map φ : B → A from a C∗-algebra B to a
C∗-subalgebra A of B is called a projection if φ2 = φ, that is, if φ|A = idA. J

Lemma 2.1.6. A map φ : S → A from an operator system S to a C∗-algebras A is
completely positive if and only if ρ ◦ φ is completely positive for all cyclic representa-
tions ρ of A.
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Proof. Clearly φ is completely positive if and only if π ◦ φ is completely positive
for some faithful non-degenerate representation of A. So let (π,H) be any faithful
non-degenerate representation of A. Write π =

∑
α∈A πi as a direct sum of cyclic

representation (πα,Hα, ξα) withH =
⊕

α∈AHα. This is possible by Theorem 1.1.5.
Suppose that [xi,j ] ∈ Mn(S) is positive, then we want to show that (π ◦ φ)n([xi,j ])
is positive. Let ξ = (ξ1, . . . , ξn) ∈ H⊕n and write ξj =

∑
α∈A ξ

j
α with ξjα ∈ Hα for

α ∈ A. Then

〈
(π ◦ φ)n([xi,j ])ξ

∣∣ ξ〉 =

n∑
i,j=1

〈
π(φ(xi,j))ξ

j
∣∣ ξi〉

=

n∑
i,j=1

∑
α∈A

〈
πi(φ(xi,j))ξ

j
α

∣∣ ξiα〉
=
∑
α∈A

〈
(πα ◦ φ)n([xi,j ])ξα

∣∣ ξα〉,
where ξα = (ξ1

α, . . . , ξ
n
α) for all α ∈ A. Now since πα ◦ φ is completely positive

by assumption, the last sum is a sum of non-negative numbers, and therefore is itself
non-negative. Hence

〈
(π◦φ)n([xi,j ])ξ

∣∣ ξ〉 ≥ 0, which shows that π◦φ is completely
positive.

The following—rather surprising—theorem is due to Jun Tomiyama, and will be
referred to as Tomiyama’s theorem.

Theorem 2.1.7. Suppose that B is a C∗-algebra and A a C∗-subalgebra. For a
projection φ : B → A the following are equivalent:

(i) φ is a positive A-bimodule map;

(ii) φ is contractive completely positive;

(iii) φ is contractive.

Proof. It follows from Theorem 1.4.9, that φ is contractive completely positive if and
only if φ∗∗ is contractive completely positive, and that φ is contractive if and only if
φ∗∗ is contractive. Now, it is easy to see that φ is anA-bimodule map if and only if φ∗∗

is anA∗∗-bimodule map. This follows from the fact that φ∗∗ is ultraweakly continuous
by Theorem 1.4.9 and that the product is ultraweakly continuous in each variable
separately. Thus φ satisfies one of the conditions above if and only if φ∗∗ satisfies
the corresponding conditions with B and A replaced by B∗∗ and A∗∗, respectively.
Therefore we may assume that A and B are von Neumann algebras, since we could
otherwise pass to the double dual.1 Suppose that φ is contractive, and let us show that
φ is an A bimodule map. We let 1A and 1B denote the unit of A and B, respectively.
Suppose that p ∈ A is a projection and let p⊥ denote the projection 1B − p. Fix some

1There is a slight problem here, namely that A∗∗ and B∗∗ are not necessarily von Neumann algebras
on the same Hilbert space (the inclusion A∗∗ ⊆ B∗∗ is not necessarily unital). We are going to plainly
ignore this problem, or in other words, we are going to prove the theorem whereA and B are von Neumann
algebras, and the inclusion ofA in B is replaced with an injective ∗-homomorphism which is an ultraweak-
to-ultraweak-homeomorphism onto its image, and then suppress the actual injection in the proof.
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x ∈ B and t ∈ R. Since pφ(p⊥x) ∈ A, we have pφ(p⊥x) = φ(pφ(p⊥x)), so

(1 + t)2‖pφ(p⊥x)‖2 = ‖pφ(p⊥x+ tpφ(p⊥x))‖2

≤ ‖p⊥x+ tpφ(p⊥x)‖2

≤ ‖p⊥x‖2 + t2‖pφ(p⊥x)‖2,

where the first inequality follows from the fact that ‖p‖ ≤ 1 and ‖φ‖ ≤ 1, and the
second inequality follows from the fact that p and p⊥ have orthogonal ranges. Now
by rearranging the terms we obtain the inequality

‖pφ(p⊥x)‖2 + 2t‖pφ(p⊥x)‖2 ≤ ‖p⊥x‖2,

so since this holds for all t ∈ R we get pφ(p⊥x) = 0. The same argument, with p
replaced by 1A and 1A−p, shows that φ(1⊥Ax) = 0 and (1A−p)φ((1A−p)⊥x) = 0,
respectively. Since (1A − p)⊥ = 1⊥A + p, we get φ((1A − p)⊥x) = φ(px) and

φ(px)− pφ(px) = (1A − p)φ((1A − p)⊥x) = 0.

This shows that φ(px) = pφ(px), so using again that pφ(p⊥x) = 0 we get

pφ(x) = pφ(px+ p⊥x) = pφ(px) + pφ(p⊥x) = φ(px)

Since A is the closed linear span of its projections and φ bounded, this shows that φ
is an A-bimodule map. The only thing left is to show that φ is positive. By Proposi-
tion B.1.10 it suffices to show that φ is unital, since it is a contraction. So let us now
show that φ is unital. For each a ∈ A we have

aφ(1B) = φ(a1B) = φ(a) = a,

and similarly φ(1B)a = a. Since a ∈ A was arbitrary, this shows that φ(1B) = 1A.
Thus φ is unital and therefore positive.

Suppose now instead that φ is a positive A-bimodule map, and let us show that φ
is completely positive. By Lemma 2.1.6 it suffices to show that ρ ◦ φ is completely
positive for any cyclic representation (ρ,K, ξ) of A. So suppose that (ρ,K, ξ) is
such a representation. It is straightforward to check that since ξ is cyclic for ρ, the
vector ξn = (ξ, ξ, . . . , ξ) (n times) is cyclic for ρn, that is, (ρn,K⊕n, ξn) is a cyclic
representation. In particular, ρn(A)ξn is dense in K⊕n. Suppose that [xi,j ] ∈ Mn(B)
is positive, and that a1, . . . , an ∈ A. Then with η = (ρ(a1)ξ, . . . , ρ(an)ξ), we have〈

[ρ(φ(xi,j))]η | η
〉

=

n∑
i,j=1

〈
ρ(φ(xi,j))ρ(aj)ξ | ρ(ai)ξ

〉
=

n∑
i,j=1

〈
ρ(a∗iφ(xi,j)aj)ξ | ξ

〉
=
〈
ρ
(
φ
( n∑
i,j=1

a∗i xi,jaj

))
ξ | ξ

〉
Since φ is positive and

∑n
i,j=1 a

∗
i xi,jaj is positive, the right hand side is positive. This

shows that [ρ(φ(xi,j))] is positive, since a1, . . . , an ∈ A were arbitrary and ρn(A)ξn
is dense in K⊕n. Hence ρ ◦ φ is completely positive, and so is φ. Now, since φ is
unital completely positive, it is contractive completely positive.

The last implication, that is, the fact that φ is contractive if φ is contractive and
completely positive is trivial, so we have proved the equivalence.
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Definition 2.1.8. A projection φ : B → A from a C∗-algebra B to a C∗-subalgebra
A ⊆ B is called a conditional expectation if it satisfies the equivalent conditions in
Tomiyama’s theorem. J

2.2 The weak expectation property

Before defining the weak expectation property, we will introduce the concept of a
C∗-algebra being relatively weakly injective in a larger C∗-algebra. This terminology
is well suited, when dealing with the weak expectation property. The weak expectation
property can be described via the concept of relatively weakly injectivity, and some
results about the weak expectation property can be formulated more generally through
relatively weak injectivity.

Definition 2.2.1. Suppose that B is a C∗-algebra and A ⊆ B a C∗-subalgebra. Then
we say that A is relatively weakly injective in B, if there exists a contractive com-
pletely positive map φ : B → A∗∗ such that φ(a) = a, for all a ∈ A. J

We see that A being relatively weakly injective in B, is like requiring that there
“almost” exists a conditional expectation from B onto A. Indeed, if there exists a
conditional expectation from B onto A, then A is relatively weakly injective in B.
This is a particularly nice way of being relatively weak injective.

The next proposition gives equivalent characterizations of relatively weakly in-
jectivity, and to prove this we need the following easy lemma, which is entirely a
functional analysis result:

Lemma 2.2.2. Suppose that X and Y are normed spaces. If φ : X→ Y∗ is a bounded
linear map, then φ extends to a weak∗-continuous bounded linear map φ̂ : X∗∗ → Y∗,
with the same norm.

Proof. Consider the restriction of the adjoint map φ∗ : Y∗∗ → X∗ to Y. Taking the
adjoint of this map, and calling it φ̂, that is φ̂ = ((φ∗)|Y)∗, we obtain a map from X∗∗

to Y∗. Let us show that this map extends φ. For each x ∈ X and y ∈ Y we have

φ̂(x)(y) = (φ∗|Y)(y)(x) = φ∗(y)(x) = φ(x)(y).

Thus φ̂(x) = φ(x), which shows that φ̂ extends φ. Clearly ‖φ‖ ≤ ‖φ̂‖, since φ̂
extends φ, and we also see that ‖φ̂‖ = ‖φ∗|Y‖ ≤ ‖φ∗‖ = ‖φ‖. The adjoint of a
bounded linear map is weak∗-continuous, so φ̂ is weak∗-continuous.

Proposition 2.2.3. Suppose that B is a C∗-algebra and A is a C∗-subalgebra of B.
Then the following are equivalent:

(i) A is relatively weakly injective in B;

(ii) there exists a conditional expectation ψ : B∗∗ → A∗∗;

(iii) for every finite dimensional subspace M ⊆ B and any ε > 0, there exist a
linear contraction ψ : M→A such that ‖ψ|A∩M − idA∩M‖ < ε.

Proof. Clearly (ii) implies (i), since the restriction of the conditional expectation to B
is a contractive completely positive map B → A∗∗ which restricts to the identity onA.
Also, if (i) holds, then there exists a contractive completely positive map φ : B → A∗∗
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which is the identity on A, and by Lemma 2.2.2 this map extends to an ultraweakly
continuous linear map ψ : B∗∗ → A∗∗ of the same norm. Since ψ is ultraweakly
continuous and A is ultraweakly dense in A∗∗, it must then be the identity on A∗∗.
We also know that ψ is a contraction since its norm agrees with that of φ. Thus ψ is a
conditional expectation, and we conclude (ii).

The fact that (i) implies (iii) follows from the Principle of Local Reflexivity for
Banach spaces (see [Woj91, page 76]). So suppose that (iii) holds and let us prove
that (ii) holds. For each finite dimensional subspaceM⊆ A and each n ∈ N, choose
a map ψM,n according to our assumptions with ε = n−1. With the convention that
ψM,n(x) = 0 for x ∈ B \M, we will consider ψM,n a map from B to A.2 Let F
denote the set of finite dimensional subspaces of A, and order F × N by (M, n) ≤
(M′, n′) if and only ifM ⊆ M′ and n ≤ n′. Choose some cofinal ultrafilter ω on
F ×N, that is, an ultrafilter containing the set {(M′, n′) ∈ F ×N :M′ ⊆M, n′ ≤
n} for all (M, n) ∈ F×N. For each x ∈ B, the net (ψα(x))α∈F×N is bounded inA∗∗,
bounded by ‖x‖. Hence the limit limα→ω ψα(x) exists in the ultraweak topology, for
all x ∈ B. Denote this limit by ψ(x). Now we have obtained a map ψ : B → A∗∗. Let
us check that this map is linear, completely positive and restricts to the identity on A.
First linearity: suppose x1, x2 ∈ B and λ1, λ2 ∈ C. Denote the linear span of x1 and
x2 byM0, then

ψM,n(λ1x1 + λ2x2) = λ1ψM,n(x1) + λ2ψM,n(x2)

for all n ∈ N and all finite dimensional subspaceM ⊆ B containingM0. From this
it follows that ψ is linear, by the choice of ultrafilter. In the same way we see that
ψ is the identity on A. Clearly ψ is contractive, since (ψα(x))α∈F×N is bounded by
‖x‖. Now, by Lemma 2.2.2, we can extend ψ to a ultraweak-to-ultraweak continuous
contraction ψ̂ : B∗∗ → A∗∗. By continuity ψ̂ must be the identity on A∗∗, since A is
ultraweakly dense in A∗∗. This means that ψ̂ is a conditional expectation, and so we
conclude (ii).

Remark 2.2.4. Suppose that A is a C∗-algebra and I a closed two-sided ideal in
A. Then by Proposition 1.4.10 there exists a central projection p in A∗∗ so that
I∗∗ = pA∗∗. Hence the map φ : A∗∗ → I∗∗ given by φ(x) = px, x ∈ A∗∗, is a
unital completely positive map, which is clearly the identity on I∗∗, that is, φ is a
conditional expectation. By the previous proposition, this means that I is relatively
weakly injective in A. A particular application of this result is that A is relatively
weakly injective in its unitization Ã.

If I is not an ideal, but just a hereditary subalgebra, then I is still relatively weakly
injective. Here we just let p be the identity in I∗∗, and let φ be the conditional expec-
tation defined by φ(x) = pxp. J

By now we are ready to define the weak expectation property.

Definition 2.2.5. A C∗-algebra A is said to have the weak expectation property
(abbreviated WEP) if there exists a faithful representation π : A → B(H) of A on
a Hilbert space H such that π(A) is relatively weakly injective in B(H). Or equiva-
lently, there exist a representation π : A → B(H) and a contractive completely posi-
tive map Φ: B(H)→ A∗∗ such that (Φ ◦ π)(a) = a, for all a ∈ A. J

2Note, that these extensions are in all probability not linear, but they still satisfy that ‖ψM,n(x)‖ ≤
‖x‖, for all x ∈ B.



2.2. THE WEAK EXPECTATION PROPERTY 43

Obviously, a C∗-algebra has the weak expectation property if it is isomorphic to
a C∗-algebra with the weak expectation property. An immediate example of a C∗-
algebra with the WEP is B(H), for any Hilbert spacesH.

Naturally one might ask whether all C∗-algebras have the weak expectation prop-
erty. This is not the case, and in fact, the weak expectation property also provides one
more characterization in the abundance of equivalent formulations of amenability for
discrete groups. More precisely, a discrete group is amenable if and only if its reduced
group C∗-algebra has the weak expectation property (see [BO08, Proposition 3.6.9]
for a proof). In particular, the existence of C∗-algebras without the weak expectation
property follows from the existence of non-amenable groups.

This following proposition shows that the particular choice of Hilbert space in the
definition of the WEP is of no importance.

Proposition 2.2.6. Suppose that A has the weak expectation property. Then, for
each faithful representation ρ : A → B(K) of A on a Hilbert space K, there exists a
contractive completely positive map Ψ: B(K) → A∗∗ such that (Ψ ◦ π)(a) = a, for
all a ∈ A. If A is unital, then Ψ may be chosen to be unital completely positive.

Proof. Choose a faithful representation π : A → B(H) ofA on some Hilbert spaceH
and a contractive completely positive map Φ: B(H)→ A∗∗ such that (Φ◦π)(a) = a,
for all a ∈ A. This is possible by the assumption that A has the WEP. Since both ρ
and π are faithful, the map from ρ(A) to π(A) given by ρ(a) 7→ π(a) is a well-defined
∗-homomorphism. By Arveson’s Extension Theorem (see Corollary B.3.7) this map
extends to a contractive completely positive map ψ : B(K) → B(H). Now, let Ψ be
the composition of ψ and Φ, then clearly Ψ is contractive completely positive, and for
each a ∈ A we have

Ψ(ρ(a)) = Φ(ψ(ρ(a))) = Φ(π(a)) = a,

as wanted.
Suppose furthermore, that A is unital. Let p = ρ(1). Then p is a projection and

ρ(A) ⊆ pB(K)p. The map Ψ′ : B(K) → A∗∗ given by Ψ′(x) = Ψ(pxp) is clearly
also contractive completely positive, and Ψ′(1K) = Ψ(p) = 1A = 1A∗∗ . Hence Ψ′

is unital completely positive.

The weak expectation property does not, a priori, behave well with respect to sub-
algebras. In fact, if the weak expectation property did pass to subalgebras, then it
would immediately follow that all C∗-algebras had the weak expectation property,
since B(H) have the WEP, for all Hilbert spaces H. However, the weak expecta-
tion property passes to certain subalgebras. A more precise statement is given in the
following proposition:

Proposition 2.2.7. If B is a C∗-algebra with the WEP andA ⊆ B is a C∗-subalgebra
which is relatively weakly injective in B, then A has the WEP.

Proof. Let π : B → B(H) be a faithful representation, and let Φ: B(H) → B∗∗
be a contractive completely positive map with (Φ ◦ π)(b) = b, for all b ∈ B. By
Proposition 2.2.3 there exists a conditional expectation Ψ: B∗∗ → A∗∗, since A is
relatively weakly injective in B by assumption. Now, the restriction of π to A is a
faithful representation, the map Ψ ◦Φ is contractive completely positive and (Ψ ◦Φ ◦
π)(a) = a, for all a ∈ A. Thus A has the WEP.
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Clearly the proposition above can be generalized a little, namely to say that the
relation “is relatively weakly injective in” is transitive.

Let us next analyse how the weak expectation property behaves with respect to
unitizations.

Proposition 2.2.8. A C∗-algebra has the weak expectation property if and only if its
unitization has the weak expectation property.

Proof. Let A be a C∗-algebra. Assume that Ã has the weak expectation property.
By Remark 2.2.4, we get that A is relatively weakly injective in Ã and by Proposi-
tion 2.2.7 we get that A has the weak expectation property.

Suppose instead that A has the weak expectation property, and let us show that so
does Ã. Choose some faithful representation π : A → B(H) for a Hilbert space H.
Let Φ: B(H) → A∗∗ be a contractive completely positive map such that Φ(π(a)) =
a, for all a ∈ A. Let 1H and 1∼ denote the unit in B(H) and Ã, respectively. Define
a representation π̃ : Ã → B(H⊕ C) by

π̃(a+ λ1) =

[
π(a) + λ1H 0

0 λ

]
, for a ∈ A and λ ∈ C.

Clearly this representation is faithful. Let p and p⊥ denote the projection of H ⊕ C
onto H and the projection of H ⊕ C onto C, respectively. Define a map Φ̃ from
B(H⊕ C) to Ã∗∗ by

Φ̃(x) = Φ(pxp) + p⊥xp⊥(1∼ − Φ(1H)), x ∈ B(H⊕ C)

First of all, note that this definition makes sense, since p⊥xp⊥ is a complex number
for each x ∈ B(H⊕C). Second, note that the map Φ̃ is actually completely positive,
since both the maps x 7→ Φ(pxp) and x 7→ p⊥xp⊥ are completely positive, and
1∼ − Φ(1H) is positive. Now, since Φ unital, that is, Φ(1H) = 1, it follows that
Φ̃ is unital. Hence Φ̃ is unital completely positive. Let a ∈ A and λ ∈ C. Then
pπ̃(a+ λ1∼)p = π(a) + λ1H and p⊥π̃(a+ λ1∼)p⊥ = λ, so

Φ̃(π̃(a+ λ1∼)) = Φ(π(a) + λ1H) + λ(1∼ − Φ(1H)) = a+ λ1∼,

This proves that Ã has the weak expectation property.

Now it is time for a lemma which states that, given a family of Hilbert spaces,
the set of diagonal operators (with respect to their direct sum) is relatively weakly
injective in the bounded operators on the direct sum Hilbert space.

Lemma 2.2.9. Suppose that (Hi)i∈I is a family of Hilbert spaces, and let H denote
their direct sum

⊕
i∈I Hi. Then `∞(I;B(Hi)) is relatively weakly injective in B(H)

when its elements are regarded as operators on H acting diagonally. In particular
`∞(I;B(Hi)) has the WEP.

Proof. It suffices to show that there exists a conditional expectation E : B(H) →
`∞(I;B(Hi)). For each i ∈ I , let pi denote the orthogonal projection of H onto
Hi. Let F denote the collection of finite subsets of I , and for each F ∈ F , let
ψF : B(H)→ B(H) denote the map

ψF (x) =
∑
j∈F

pjxpj , x ∈ H.
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Clearly, ψF is completely positive for all F ∈ F , since the map x 7→ pjxpj , x ∈
B(H), is completely positive for each j ∈ F . Note that, if F ∈ F and x ∈ B(H),
then since ‖pjxpj‖ ≤ ‖x‖ and all the operators (pjxpj)j∈F have orthogonal supports
and ranges, it follows that ‖ψF (x)‖ ≤ ‖x‖. Thus (ψF )F∈F is a net of contractive
completely positive maps. Let us argue that this net converges in point-weak operator
topology. Suppose that x ∈ B(H). For i, j ∈ I , ξ ∈ Hi and η ∈ Hj , it holds that

lim
F∈F

(ψF (x)ξ | η) = 0, if i 6= j and lim
F∈F

(ψF (x)ξ | η) = (xξ | η), if i = j.

In particular, limF∈F (ψF (x)ξ | η) exists whenever ξ, η ∈ span
⋃
i∈I B(Hi). It

is straightforward to check that, since the net (ψF (x))F∈F is bounded, the limit
limF∈F (ψF (x)ξ | η) exists for all ξ, η ∈ H. Thus the net (ψF (x))F∈F is weak
operator convergent to some operator E(x) ∈ B(H) of norm less than or equal
to ‖x‖. In particular, the net (ψF )F∈F is point-weak operator convergent to the
bounded linear operator E . By Proposition B.2.7 the point-weak operator topology
on B(B(H), B(H)) agrees on bounded sets with the weak∗-topology, so since the
set of contractive completely positive maps from B(H) to B(H) is compact in this
topology by Proposition B.2.8, it follows that E is contractive completely positive.
Now the only thing left to prove is that E(a) = a for all a ∈ `∞(I;B(Hi)). Since
`∞(I;B(Hi)) acts diagonally onHwe have that piapj = 0 when i, j ∈ I are distinct.
Thus

ψF (a) =
∑
i∈F

piapi =
(∑
i∈F

pi
)
a
(∑
j∈F

pj
)
,

and since (
∑
i∈F pi)F∈F is a bounded net converging to 1 in weak operator topol-

ogy, it follows that E(a) = a, for all a ∈ `∞(I;B(Hi)). Hence E is a conditional
expectation.

With the conclusion of the above lemma we can now prove our first permanence
property for the weak expectation property.

Proposition 2.2.10. Suppose that (Ai)i∈I is a family of C∗-algebras with the WEP.
Then `∞(I;Ai) has the WEP.

Proof. We may assume that Ai ⊆ B(Hi) , with Hi a Hilbert space, for each i ∈ I .
By Proposition 2.2.7 and Lemma 2.2.9 it suffices to show that `∞(I;Ai) is relatively
weakly injective in `∞(I;B(Hi)). We do this by proving that condition (iii) of Propo-
sition 2.2.3 is satisfied. Suppose that E ⊆ `∞(I;B(Hi)) is a finite dimensional
subspace, and let ε > 0. For each i ∈ I , let Ei denote the projection of E onto
the i’th coordinate. Clearly Ei is a finite dimensional subspace of B(Hi), so by as-
sumption and Proposition 2.2.3 there exists a linear contraction ψi : Ei → Ai so that
‖ψi|Ei∩Ai − idEi∩Ai‖ < ε. Now, by construction E ⊆ `∞(I;Ei), so we may define
a map

ψ : E → `∞(I;Ai) by ψ((xi)i∈I) = (ψi(xi))i∈I .

This is a contraction, since all the maps ψi, i ∈ I are contractions. If (xi)i∈I ∈
E ∩ `∞(I;Ai), then xi ∈ Ei ∩ Ai for each i ∈ I , and it follows that

‖ψ((xi)i∈I)− (xi)i∈I‖ = sup{‖ψi(xi)− xi‖ : i ∈ I} ≤ ε.

Hence ‖ψ|E∩`∞(I;Ai) − idE∩`∞(I;Ai)‖ ≤ ε. By Proposition 2.2.3 this shows that
`∞(I;Ai) is relatively weakly injective in `∞(I;B(Hi)), and so we conclude by
Lemma 2.2.9 that `∞(I;Ai) has the WEP.
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2.3 QWEP

In this section we introduce a new property, called QWEP, and prove, on one hand,
certain permanence properties of QWEP, and on the other hand, some tools for deter-
mining whether a C∗-algebra is QWEP. Naturally, we begin with the definition.

Definition 2.3.1. If A is the quotient of a C∗-algebra with WEP, in the sense that
there exists a C∗-algebra B with WEP and a surjective ∗-homomorphism B → A,
then we say thatA is quotient of a C∗-algebra with the weak expectation property
(abbreviated QWEP). J

Obviously, being QWEP is preserved under ∗-isomorphisms. In fact, it must also
necessarily be preserved under surjective ∗-homomorphisms, that is, a quotient of a
C∗-algebra which is QWEP, is also QWEP.

As with the weak expectation property, it is not obvious that QWEP does pass to
subalgebras. In fact, we know that it is not true for the weak expectation property,
but we do not know whether it is true for QWEP.3 Like with WEP we have a result
saying that this does happen, if we require that the smaller algebra is relatively weakly
injective in the larger one.

Proposition 2.3.2. Suppose that B is a C∗-algebra and A ⊆ B a C∗-subalgebra. If
B is QWEP and A is relatively weakly injective in B, then A is QWEP.

Proof. By Proposition 2.2.3 there exists a conditional expectation φ : B∗∗ → A∗∗.
Let B′ be a C∗-algebra with the WEP, and let π : B′ → B be a surjective ∗-homomor-
phism. Let I = kerπ let A′ denote the C∗-subalgebra π−1(A) of B′. By Proposi-
tion 1.4.10 we have isomorphisms (B′)∗∗ ∼= I∗∗ ⊕ B∗∗ and (A′)∗∗ ∼= I∗∗ ⊕A∗∗, so
we get a conditional expectation

(B′)∗∗ ∼= I∗∗ ⊕ B∗∗
id⊕φ // I∗∗ ⊕A∗∗ ∼= (A′)∗∗ .4

Thus A′ is relatively weakly injective in B′, and by Proposition 2.2.3 we get that A′
is relatively weakly injective in B′, and by Proposition 2.2.7 we get that A′ has the
WEP. Since π restricts to a surjective ∗-homomorphism A′ → A we conclude that A
is QWEP.

Recalling that conditional expectations always exist in the setting of finite von
Neumann algebras with separable predual, we get the following corollary:

Corollary 2.3.3. Suppose that M is a finite von Neumann algebra, with a faithful
normal trace τ , and that M is QWEP. Then every von Neumann subalgebra of M is
also QWEP.

Proof. Suppose that M is a von Neumann algebra and N a von Neumann subalgebra
of M . By [BO08, Lemma 1.5.11] there exist a trace-preserving conditional expecta-
tion E : M → N . Thus N is relatively weakly injective in M , which means that
N must be QWEP.

3Obviously this is equivalent to an afirmative answer to the QWEP Conjecture, since B(H) is QWEP,
for all Hilbert spacesH.

4It is straight forward to check that this indeed defines a conditional expectation, using the concrete
description of the isomorphisms in Proposition 1.4.10.
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Let us, at this point, deal with non-unital technicalities related to QWEP. After
this, we will turn to permanence properties, and prove a few.

Proposition 2.3.4. A C∗-algebra is QWEP if and only if its unitization is QWEP.
Moreover, each unital C∗-algebra which is QWEP is the quotient of a unital C∗-
algebra with the WEP.

Proof. Let A be a C∗-algebra. Suppose that Ã is QWEP. By Remark 2.2.4 we know
that A is relatively weakly injective in Ã, so by Proposition 2.3.2 we get that A is
QWEP.

Now, suppose instead thatA is QWEP. Choose some C∗-algebra B with the WEP,
and a surjective ∗-homomorphism π : B → A. By Proposition 1.1.8 we get that
π extends to a surjective ∗-homomorphism π̃ : B̃ → Ã. Since B̃ has the WEP by
Proposition 2.2.8, we conclude that Ã is QWEP. If, in addition, we know that A is
unital, then also by Proposition 1.1.8 we can also extend π to a map π′ : B̃ → A,
which of course is still surjective. Hence, if a unital C∗-algebra is QWEP, then it is a
quotient of a unital C∗-algebra with the WEP.

In the following proposition is a reference to ultraproducts ofC∗-algebras, and the
reader may consider Chapter 4, but for now it suffices to know that ultraproducts are
quotients of algebras on the form `∞(I;Ai) for some choice of a family (Ai)i∈I of
C∗-algebras.

Proposition 2.3.5. If (Ai)i∈I is a family of C∗-algebras which are all QWEP, then
the C∗-algebra `∞(I;Ai) is QWEP. In particular, ultraproducts of C∗-algebras with
QWEP are again QWEP.

Proof. For each i ∈ I , choose a C∗-algebra Bi with the WEP and a surjective
∗-homomorphism πi : Bi → Ai. Clearly, the natural projection π : `∞(I;Bi) →
`∞(I;Ai) given by π((xi)i∈I) = (πi(xi))i∈I is a surjective ∗-homomorphism. Thus
`∞(I;Ai) is QWEP. The last statement follows from the fact that quotients of C∗-
algebras which are QWEP are QWEP as well.

We know from Kaplansky’s Density Theorem that every element in the weak op-
erator closure of a self-adjoint algebra of bounded operators on a Hilbert space can be
approximated in weak operator topology by a bounded net in this self-adjoint algebra.
The following lemma shows that one can choose a fixed directed set for this.

Lemma 2.3.6. Suppose that H is a Hilbert space. Then there exists a directed set
A such that, whenever A ⊆ B(H) is a self-adjoint subalgebra, and x in the weak
operator closure of A, there exists a bounded net (xα)α∈A in A converging to x in
the strong∗ operator topology.

Proof. Let A be a neighbourhood basis of zero in the strong∗ topology on B(H),
ordered by reversed inclusion. Suppose that x is in the weak operator closure of A.
We may assume that ‖x‖ ≤ 1. Then {x + V ∩ A : V ∈ A} is a neighbourhood
basis of x in the strong∗ topology on A, so by Kaplansky’s Density Theorem, and the
fact that the weak operator and strong∗ operator closures of a convex set agree, there
exists some xV ∈ (x+ V ∩ A) ∩A1, for each V ∈ A. By construction, (xα)α∈A is a
bounded net converging to x in the strong∗ operator topology.
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Now, by force of the above lemma, we may prove the following technical result,
which, in turn, will enable us to prove Proposition 2.3.9, after just one more lemma.
If the reader is not familiar with the use of filters, then he might benefit from either
consulting Chapter 4 during the proof of the following lemma or entirely skipping the
proof until after Chapter 4.

Lemma 2.3.7. Suppose that H is a Hilbert space, and (Ai)i∈I an increasing net of
unital subalgebras of B(H). Then there exist an index set J , a free ultrafilter ω on J
and a family of C∗-algebras (Bj)j∈J with Bj ∈ {Ai : i ∈ I} for all j ∈ J , such that
the map

φ : `∞(J ;Bj)→
(⋃

i∈I Ai
)′′

defined by φ((xj)j∈J) = lim
j→ω

xj

is a unital completely positive map, where the limit is taken in the weak operator
topology. Moreover, for each x ∈ (

⋃
i∈I Ai)

′′ there exist an element (xj)j∈J ∈
`∞(J ;Bj) so that x is the strong∗ operator limit of (xj)j∈J along ω. In particular
the map is surjective.

Proof. Let A be the directed set from Lemma 2.3.6, and let J = A × I . For each
(α, i) ∈ J let B(α,i) = Ai. Choose free ultrafilters ν and ν′ on A and I , respectively,
and set ω = ν ⊗ ν′, which is a free ultrafilter by Proposition 4.3.2. The map φ is
clearly well-defined, since the unit ball ofB(H) is weak operator compact and ω is an
ultrafilter. Let us start by proving the last assertion about the strong∗ operator limit.
Let x ∈ (

⋃
i∈I Ai)

′′. The algebra
⋃
i∈I Ai is weak operator dense in (

⋃
i∈I Ai)

′′,
since it is unital. Thus by Lemma 2.3.6, there exists a bounded net (xα)α∈A in⋃
i∈I Ai converging to x in strong∗ operator topology. Fix α ∈ A. For i ∈ I , we

let x(α,i) = xα if xα ∈ Ai and x(α,i) = 0 if xα /∈ Ai. Then the net (x(α,i))i∈I is con-
stantly equal to xα from a certain point on, so since the ultrafilter ν′ is free, we have
that limi→ν′ x(α,i) = xα in the strong∗ operator topology. Now, since the ultrafilter ν
was also free, and (xα)α∈A converges to x in strong∗ operator topology, we get that
limα→ν xα = x. In particular, by Proposition 4.3.35 we get

lim
j→ω

xj = lim
(α,i)→ν⊗ν′

x(α,i) = lim
α→ν

lim
i→ν′

x(α,i) = lim
α→ν

xα = x

in strong∗ operator topology. This proves the assertion, since (xj)j∈J is an element
of `∞(J ;Bj). The only thing left to show is that φ is unital completely positive.
Clearly it is unital, so let us show that it is completely positive. Let n ∈ N, and let
[(xk,lj )j∈J ]k,l ∈ Mn(`∞(J ;Bj)) be a positive element. For each j ∈ J , the matrix
[xk,lj ]k,l is positive, and it is straightforward to check that the matrix [φ((xk,lj )j∈J)]k,l

in Mn((
⋃
i∈I Ai)

′′) is the weak operator limit of the matrices [xk,lj ]k,l in Mn(B(H))

along the ultrafilter ω. In particular, φn([(xk,lj )j∈J ]k,l) is positive, since it is the weak
operator limit of a family of positive elements along an ultrafilter. Hence φn is posi-
tive, and φ must therefore be completely positive.

Recalling the concept of a hereditary C∗-subalgebra from Remark 1.4.7, we prove
the following lemma:

5The reader should not be alarmed that this is a reference forward in the thesis. The given proposition
does not build on anything prior to Chapter 4, but it is placed in Chapter 4 for the sake of exposition.
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Lemma 2.3.8. Suppose that B is aC∗-algebra,A ⊆ B aC∗-subalgebra and I ⊆ A a
closed two-sided ideal inAwhich is hereditary inB. If the quotient map π : A → A/I
extends to a contractive completely positive map φ : B → A/I, then A is relatively
weakly injective in B.

Proof. Our strategy is to find a conditional expectation of B∗∗ onto A∗∗, since this
is equivalent to A being relatively weakly injective in B by Proposition 2.2.3. Let p
denote the central projection inA∗∗ such that pA∗∗ = I∗∗, let p⊥ = 1B∗∗ − p and let
ψ : A∗∗ → I∗∗ denote multiplication by p. By Proposition 1.4.10, the map

ψ ⊕ π∗∗ : A∗∗ → I∗∗ ⊕ (A/I)∗∗

is an isomorphism. Since I is hereditary in B we get that I∗∗ is hereditary in B∗∗ by
Remark 1.4.7, and so pB∗∗p = I∗∗. Hence we may define a map

Φ: B∗∗ → I∗∗ ⊕ (A/I)∗∗, by Φ(x) =

[
pxp

φ∗∗(p⊥xp⊥)

]
Let us argue that Φ is contractive completely positive. Both the maps x 7→ pxp and
x 7→ p⊥xp⊥, x ∈ B∗∗ are completely positive, so their sum is as well. Their sum
is also unital, and hence contractive completely positive. Composing this sum further
with idI∗∗ ⊕ φ∗∗, which is contractive completely positive, we get Φ. Thus Φ is
contractive completely positive. We want to show that we, by composing with the
inverse of ψ⊕π∗∗ obtain a conditional expectation ontoA∗∗, that is, (ψ⊕π∗∗)(x) =
Φ(x), for x ∈ A∗∗. Clearly the first coordinates match up, so we shall prove that
φ∗∗(p⊥xp⊥) = π(x), for all x ∈ A∗∗. So suppose that x ∈ A∗∗. Since 1B∗∗ acts as
the identity on A, we see that

p⊥xp⊥ = (1B∗∗ − p)x(1B∗∗ − p) = (1A∗∗ − p)x(1A∗∗ − p).

Using that φ∗∗ extends π∗∗ together with the fact that π∗∗ is a ∗-homomorphism with
π∗∗(p) = 0, we see that

φ∗∗(p⊥xp⊥) = φ∗∗
(
(1A∗∗ − p)x(1A∗∗ − p)

)
= π∗∗

(
(1A∗∗ − p)x(1A∗∗ − p)

)
= π∗∗(x)

Thus we have proved that Φ composed with the inverse of ψ ⊕ π∗∗ is a conditional
expectation of B∗∗ ontoA∗∗, and so we conclude thatA is relatively weakly injective
in B.

Proposition 2.3.9. Suppose thatH is a Hilbert space, and (Ai)i∈I an increasing net
ofC∗-subalgebras ofB(H), which are all QWEP. Then (

⋃
i∈I Ai)

′′ is QWEP, as well.

Proof. We may assume that all the C∗-algebras are unital, since the von Neumann
algebra generated by their union is the same, whether we include the unit in each
C∗-algebra or not, and since the C∗-algebras where the unit of B(H) is included is
still QWEP by Proposition 2.3.4. Let J , ω, (Bj)j∈J and φ be as in Lemma 2.3.7.
Let B denote the C∗-algebra `∞(J ;Bj), and let M denote the von Neumann algebra
(
⋃
i∈I Ai)′′. Let A denote the subset of B consisting of all those (xj)j∈J for which

the limit limj→ω xj exists in the strong∗ operator topology. Now, let x = (xj)j∈J be
an element in B. By construction φ(x) is the weak operator limit of (xj)j∈J along
ω, and if (xj)j∈J converges in strong∗ topology, then the limit must necessarily be
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φ(x). Thus it follows that (xj)j∈J converges in strong∗ operator topology if and only
if (xj −φ(x))∗(xj −φ(x)) and (xj −φ(x))(xj −φ(x))∗ both converge to zero along
ω in the weak operator topology. It is straightforward to check, that the limits of
(xj − φ(x))∗(xj − φ(x)) and (xj − φ(x))(xj − φ(x))∗ along ω in the weak operator
topology, are given by φ(x∗x) − φ(x)∗φ(x) and φ(xx∗) − φ(x)φ(x)∗, respectively.
Hence

A = {y ∈ B : φ(y∗y) = φ(y)∗φ(y) and φ(yy∗) = φ(y)φ(y)∗},

that is,A is the multiplicative domain of φ. In particular,A is a C∗-algebra by Propo-
sition 2.1.2, and the restriction of φ to A, which we denote by π, is a ∗-homomor-
phism. We know from Lemma 2.3.7 that π is surjective, so if we can show that A
is QWEP, then M must be QWEP as well. By Proposition 2.3.5 we know that B is
QWEP, since all the algebras (Bj)j∈J are QWEP. Thus it suffices to prove that A is
relatively weakly injective in B. By Lemma 2.3.8, it suffices to prove that kerπ is
hereditary in B. So suppose that (yj)j∈J ∈ B and (xj)j∈J ∈ kerπ, then we need to
show that (xjyjx

∗
j )j∈J ∈ kerπ. Let ξ ∈ H, then for j ∈ J

‖xjyjx∗jξ‖ ≤ ‖(xi)i∈J‖‖(yi)i∈J‖‖x∗jξ‖,

so since ‖xjξ‖ converges to zero along ω we get that ‖xjyjx∗jξ‖ converges to zero
along ω. Likewise, ‖xjy∗jx∗jξ‖ converges to zero along ω, but this precisely means
that (xjyjx

∗
j )j∈J converges to zero along ω in the strong∗ operator topology, that is

(xjyjx
∗
j )j∈J ∈ kerπ. Thus kerπ is hereditary in B, and it follows from Lemma 2.3.8

that A is relatively weakly injective in B, which in turn shows that A is QWEP.

From this proposition, we obtain the following corollary, which in some cases
allows one to restrict to von Neumann algebras:

Corollary 2.3.10. A C∗-algebra is QWEP if and only if its double dual is QWEP.

Proof. Let A be a C∗-algebra. Obviously A is relatively weakly injective in A∗∗, so
by Proposition 2.3.2 A is QWEP if A∗∗ is QWEP. Now if A is QWEP, then since A
is ultraweakly dense in A∗∗ it follows that A∗∗ is QWEP.

Remark 2.3.11. The conclusion of Proposition 2.3.9 also holds when the double com-
mutant is replaced by the norm closure. In this case the proof becomes considerably
easier. Instead of using Lemma 2.3.8, one just choose free ultrafilters ω and ν on I
and N, and define φ to be the map from `∞(I × N;Ai,n) to the norm closure of the
union, that sends an element to its limit along ω ⊗ ν. This map will be a surjective
∗-homomorphism, proving that the norm closed union is QWEP.

2.4 The lifting property and the local lifting property

Here we introduce the last of the central concepts in this chapter, namely, the lifting
property and the local lifting property. Before defining these notions, we will explore
the point-norm topology and the concept of liftable maps. This will include a theorem
by William Arveson on liftable maps and a lifting theorem due to Man-Duen Choi
and Edward George Effros. We prove the latter theorem using Arveson’s ideas from
[Arv77] involving his above-mentioned theorem on liftable maps.
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Definition 2.4.1. Suppose that X and Y are normed spaces. The point-norm topol-
ogy onB(X,Y) is the locally convex topology determined by the family of seminorms
{‖ · ‖x : x ∈ X}, where ‖T‖x = ‖Tx‖, for all x ∈ X. J

The point-norm topology is, as the name suggests, the topology of pointwise con-
vergence. A special case of this is the weak∗-topology on a dual space X∗, which is
the point-norm topology on B(X,C).

In the general setting it turns out that if the first normed space is separable, then the
point-norm topology is metrizable on bounded sets, and in particular first-countable.

Proposition 2.4.2. If X is a separable normed space, then the point-norm topology
on B(X,Y) is metrizable on bounded sets, for any normed space Y. More precisely,
if A = {xn : n ∈ N} is a dense subset of the closed unit ball of X, then

dA(φ, ψ) =

∞∑
n=1

1

2n
‖φ(xn)− ψ(xn)‖, φ, ψ ∈ B(X,Y),

defines a metric onB(X,Y), which induces the point-norm topology on bounded sets.
In particular, the point-norm topology on B(X,Y) is first-countable on bounded sets.

Proof. First, note that dA is well-defined, since ‖xn‖ ≤ 1 for all n ∈ N. Clearly dA
is always non-negative. If φ, ψ ∈ B(X,Y) with dA(φ, ψ) = 0, then φ and ψ must
agree on a dense subset of the closed unit ball, namely A. Hence φ = ψ. Now, that
dA is symmetric is obvious, and that the triangle inequality if satisfies is also easy to
see. Thus dA defines a metric on B(X,Y).

Let us check that this metric induces the point-norm topology on bounded sets.
Suppose that (φα)α∈A is a net in B(X,Y), and that φ ∈ B(X,Y). First we prove that
that the topology induced by dA is stronger than the point-norm topology. For this we
do not need any boundedness assumptions. So suppose that dA(φα, φ) converges to
zero. For each n ∈ A, we have

‖φα(xn)− φ(xn)‖ ≤ 2ndA(φα, φ).

This shows that (φα)α∈A converge to φ pointwise on the set A. Since the latter set is
dense in the closed unit ball of X, a standard argument shows that (φα)α∈A converges
to φ pointwise on the closed unit ball. Thus, the net converges honestly to φ in the
point-norm topology.

This shows that the topology induced by dA is stronger than the norm topology.
Suppose now instead that (φα)α∈A is a bounded net which converges to φ in the point-
norm topology, bounded by M ∈ (0,∞) say. Let ε > 0 be given. Choose k ∈ N so
that

∑∞
n=k 2−n < ε(4M)−1, and choose then α0 ∈ A, so that

∑k−1
n=1 2−n‖φα(xn)−

φ(xn)‖ < ε2−1, for all α ∈ A with α ≥ α0. Then it follows that

dA(φα, φ) ≤
k−1∑
n=1

2−n‖φα(xn)− φ(xn)‖+ (‖φα‖+ ‖φ‖)
∞∑
n=k

2−n‖xn‖ < ε,

for all α ≥ α0. Since ε > 0 was arbitrary this shows that (φα)α∈A converge to φ in
the topology induced by dA.

This proves that the two topologies agree on bounded sets, so in particular the
point norm topology is firs-countable on bounded sets.
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Remark 2.4.3. It is not hard to see that if both X and Y are Banach spaces, then all
closed bounded sets of B(X,Y) are actually a complete metric space, with respect to
the metric dA from Proposition 2.4.2. Indeed, since A is dense in the closed unit ball
of X, a sequence which is Cauchy with respect to dA must necessarily be pointwise
Cauchy, and hence pointwise convergent to a linear map from X to Y, by complete-
ness of Y. By the Uniform Boundedness Principle (see [KR83, Theorem 1.8.9]),
we get that the sequence in question must be uniformly bounded in operator norm,
and therefore the limit must be so, as well. The Uniform Boundedness Principle was
applicable, since X was assumed to be complete.

Actually, the above argument did not rely on the metric at all, but only on the fact
that the sequence in question is pointwise Cauchy. Thus, when X and Y are Banach
spaces, it holds that every sequence inB(X,Y) which is pointwise Cauchy, is actually
convergent. J

Now, returning to operator spaces, operator systems, completely contractive maps
and completely positive maps, we have the following result about the point-norm
topology:

Proposition 2.4.4. For operator spacesM1 andM2, operator systems S1 and S2,
and r ∈ [0,∞], the sets

{φ ∈ CB(M1,M2) : ‖φ‖cb ≤ r} and {φ ∈ CP(S1,S2) : ‖φ‖cb ≤ r}

are closed inB(M1,M2) andB(S1,S2), respectively, with respect to the point-norm
topology. In particular the set of completely contractive maps fromM1 toM2, and
the set of contractive completely positive maps from S1 to S2 are closed in the point-
norm topology. Moreover, the same holds when completely positive maps are replaced
by unital completely positive maps.

Proof. If (φα)α∈A is a net of maps in B(M1,M2) converging to φ ∈ B(M1,M2),
in point-norm topology, then the net ((φα)n)α∈A, obtained by taking n’th inflations,
converges to φn in B(Mn(M1),Mn(M2)), with respect to the point-norm topology.
The same conclusion holds ifM1 andM2 are replaced by S1 and S2, respectively.
Realizing this, the conclusion of the proposition is immediate, since the pointwise
limit of contractive maps is contractive and the pointwise limit of positive maps is
positive.

Let us define what we shall mean by a liftable map. This notion is, of course,
central in the definition of the lifting property and the local lifting property.

Definition 2.4.5. Let S be an operator system, B a C∗-algebra and I a closed two-
sided ideal in B. Denote the quotient map B → B/I by π. A contractive completely
positive map φ : S → B/I is said to be liftable if there exists a contractive completely
positive map ψ : S → B so that π ◦ ψ = φ. The map ψ is called a lift of φ. A
contractive completely positive map φ : S → B/I is said to be locally liftable, if for
each finite dimensional operator system S̃ ⊆ S , the restriction of φ to S̃ is liftable. J

Remark 2.4.6. If a map φ : S → B/I is unital and liftable, then the lift can be
chosen to be unital completely positive. This can be accomplished by choosing a state
θ on S and then replacing the lift ψ by the unital completely positive lift given by
ψ + (1− ψ(1))θ. J
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After the following technical lemma, we will prove the theorem by Arveson on
liftable maps, which, in turn, we will use to prove the Choi-Effros lifting Theorem.

Lemma 2.4.7. Suppose that A is a unital C∗-algebra, I an ideal in A and (eλ)λ∈Λ

a quasi-central approximate unit for I in A. Given x, y ∈ A, it holds that

lim
λ∈Λ

∥∥(1− eλ)1/2x(1− eλ)1/2 + e
1/2
λ ye

1/2
λ − y

∥∥ = ‖π(x− y)‖,

where π : A → A/I denotes the quotient map.

Proof. It is not hard to show that for every element a ∈ A and every polynomial p, it
holds that limλ∈Λ ‖p(eλ)a− ap(eλ)‖ = 0, and so by a standard approximation argu-
ment we get that, for every f ∈ C([0, 1];C), we have limλ∈Λ ‖f(eλ)a−af(eλ)‖ = 0.
It follows that

lim
λ∈Λ

∥∥(1− eλ)1/2y(1− eλ)1/2+e
1/2
λ ye

1/2
λ − y

∥∥
= lim
λ∈Λ

∥∥(1− eλ)y + eλy − y
∥∥ = 0.

Also, using that ‖π(x − y)‖ = limλ∈Λ ‖(1 − eλ)(x − y)‖ by Proposition 1.1.7, we
conclude that

lim
λ∈Λ

∥∥(1− eλ)1/2(x− y)(1− eλ)1/2
∥∥ = lim

λ∈Λ
‖(1− eλ)(x− y)‖ = ‖π(x− y)‖.

By adding these two relations, we obtain the desired conclusion.

We now prove a theorem due to Arveson, which asserts that the set of liftable
maps is closed in the point-norm topology. This was proved by Arveson in [Arv77],
wherein he gave a simplified proof of the Choi-Effros lifting theorem, using quasi-
central approximate identities.

Theorem 2.4.8. Suppose that S is a separable operator system, B a C∗-algebra and
I a closed two-sided ideal in B. Then the set of liftable contractive completely positive
maps S → B/I is closed in the point-norm topology.

Proof. First, note that the set of contractive completely positive maps is is closed in
B(S,B/I), by Proposition 2.4.4, and the point-norm topology is first-countable on
this set, by Proposition 2.4.2. Hence we can make do with sequences instead of nets.

Fix some dense subset {xn : n ∈ N} of S, and let (eλ)λ∈Λ be a quasi-central
approximate unit for I in B. Also, suppose first that the C∗-algebra B is unital.

Let φ : S → B/I be a contractive completely positive map, and assume that
(ψ′n)n∈N is a sequence of contractive completely positive maps from S to B such
that (π ◦ ψ′n)n∈N converges to φ in the point-norm topology, where π : B → B/I
denotes the quotient map. By passing to a subsequence, we may assume that

‖π ◦ ψ′n(xk)− φ(xk)‖ < 2−n, for all k = 1, 2, . . . , n.

Our strategy is to construct a new sequence (ψn)n∈N in B(S,B) of contractive com-
pletely positive maps, which converges in the point-norm topology. This point-norm
limit will be the contractive completely positive lift of φ. More precisely, we construct
this sequence successively, with the properties

(1) ‖π ◦ ψn(xk)− φ(xk)‖ < 2−n, k = 1, 2, . . . , n;
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(2) ‖ψn+1(xk)− ψn(xk)‖ < 21−n, k = 1, 2, . . . , n;

(3) π ◦ ψn = π ◦ ψ′n.

First, let ψ1 = ψ′1. Suppose that we have constructed ψ1, ψ2, . . . , ψn satisfying the
three criteria above. By Lemma 2.4.7, we know that, for all k ∈ N,

lim
λ∈Λ

∥∥(1− eλ)1/2ψ′n+1(xk)(1− eλ)1/2+e
1/2
λ ψn(xk)e

1/2
λ − ψn(xk)

∥∥
= ‖π ◦ ψ′n+1(xk)− π ◦ ψn(xk))‖,

and for k = 1, 2, . . . , n we have

‖π ◦ ψ′n+1(xk)−π ◦ ψn(xk))‖
≤ ‖π ◦ ψ′n+1(xk)− φ(xk)‖+ ‖φ(xk)− π ◦ ψn(xk))‖
< 2−n + 2−n = 21−n.

So we can choose some λ0 ∈ Λ, such that (with e = eλ0
) the following holds∥∥(1− e)1/2ψ′n+1(xk)(1− e)1/2 + e1/2ψn(xk)e1/2 − ψn(xk)

∥∥ < 21−n,

for all k = 1, 2, . . . , n. Hence, if we let ψn+1 be the map defined by

ψn+1(x) = (1− e)1/2ψ′n+1(x)(1− e)1/2 + e1/2ψn(x)e1/2, x ∈ S

then (2) is satisfied by the choice of e. The fact that (1) is satisfied, actually follows
directly from (3), which we see is satisfied, since π(e1/2) = π(e)1/2 = 0 and π((1−
e)1/2) = (1− π(e))1/2 = 1.

Now that we have constructed this new sequence, we want to argue that it con-
verges to a lift of φ in point-norm topology. Because of (2), and the fact that {xn : n ∈
N} is dense in S, we get that (ψn(x))n∈N is a Cauchy sequence, for all x ∈ S. Hence
it converges in point-norm topology to a bounded map ψ : S → B by Remark 2.4.3.
Since the set of contractive completely positive maps is closed in the point-norm topol-
ogy by Proposition 2.4.4, we get that ψ is contractive completely positive. The fact
that ψ is a lift of φ follows from (1), and again the fact that {xn : n ∈ N} is dense.

Now suppose that B is non-unital, and let φ : S → B/I be a contractive com-
pletely positive map which can be approximated by liftable maps. Extend the quotient
map to a surjective ∗-homomorphism π̃ : B̃ → ˜B/I. By the first part of the proof, we
can lift φ to a contractive completely positive map ψ : S → B̃. All we need to check
is that the image of ψ is contained in B. Since π̃−1(B/I) = B, it follows that the
image of ψ must be contained in B, because the image of φ is contained in B/I.

In the definition of a liftable map we required that the lift of a contractive com-
pletely positive map be contractive completely positive, but it turns out to be sufficient
to have a completely positive lift (which is not necessarily contractive).

Proposition 2.4.9. Suppose that S is an operator system, B a unital C∗-algebra and
I a closed two-sided ideal in B. A contractive completely positive map φ : S → B/I
is liftable is and only if there exists a completely positive map ψ : S → B such that
π ◦ ψ = φ, where π : B → B/I denotes the quotient map.
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Proof. We may assume that ‖φ‖ = 1. Let π : B → B/I denote the quotient map.
Suppose first that B, and therefore also B/I, is unital. Let (eλ)λ∈Λ be an approximate
unit in I. Since ψ is completely positive, so is the map ψλ : S → B given by ψλ(x) =
(1B − eλ)ψ(x)(1B − eλ). Note that π ◦ ψλ = φ, for all λ ∈ Λ, since π(eλ) = 0. By
Corollary B.1.8 we get

‖ψλ‖ = ‖ψλ(1)‖ = ‖(1− eλ)ψ(1)(1− eλ)‖ = ‖(1− eλ)ψ(1)1/2‖2.

Thus limλ∈Λ ‖ψλ‖ = ‖π(ψ(1)1/2)‖2 = ‖φ(1)1/2‖2 = 1. Since we have ‖φ‖ ≤
‖π‖‖ψλ‖ = ‖ψλ‖, for all λ ∈ Λ, we get that ‖ψλ‖−1φ is a contractive completely
positive map, with contractive completely positive lift ‖ψλ‖−1ψλ. Now for each
x ∈ S we have limλ∈Λ ‖ψλ‖−1φ(x) = φ(x), so since the set of liftable contrac-
tive completely positive maps S → B/I is closed in the point-norm topology by
Theorem 2.4.8, we deduce that φ is liftable.

Now suppose that B is non-unital. The quotient map π extends to a unital ∗-
homomorphism π̃ : B̃ → ˜B/I—which is, of course, still surjective—by Proposi-
tion B.2.9. By the previous part of the proof, the map φ : S → ˜B/I has a contractive
completely positive lift ψ : S → B̃, so all we need to check is that the image of ψ
is in fact contained in B. This is, obvious since π̃(ψ(S)) = φ(S) ⊆ B/I, so that
ψ(S) ⊆ π̃−1(B/I) = B.

Let us prove a lifting theorem for finite dimensional C∗-algebras, which Arveson
attributes to Choi (see [Arv77, page 349]).

Proposition 2.4.10. Suppose that A is a finite dimensional C∗-algebra, B any C∗-
algebra and I a closed two-sided ideal in B. Then all contractive completely positive
maps from A to B/I are liftable. In particular, all maps from Mn to B/I are liftable.

Proof. By representing A on a finite dimensional Hilbert space and extending the
map A → B/I using Arveson’s Extension Theorem (Theorem B.3.6) we can ensure
that we have a contractive completely positive map Mn → B/I, for some n ∈ N.
Assume that φ is such a map, and let us prove that φ is liftable. By Theorem B.3.1 the
matrix φn([Ei,j ]i,j) is positive in Mn(B/I). Let π : B → B/I denote the quotient
map. Then πn is surjective, so we can lift φn([Ei,j ]i,j) to a positive element x ∈
Mn(B). Let ψ : Mn → B denote the completely positive map associated to x via
the correspondence set-forth in Theorem B.3.1, that is, ψn([Ei,j ]i,j) = x. Now we
have (π ◦ ψ)n([Ei,j ]i,j) = πn(x) = φn([Ei,j ]i,j), so by Theorem B.3.1 we infer that
π ◦ ψ = φ. By Proposition 2.4.9 we conclude that the map φ is liftable.

Definition 2.4.11. Suppose that θ : A → B is a linear between C∗-algebras A and B.
Then θ is said to be nuclear if there exist a directed setA, natural numbers (n(α))α∈A
and contractive completely positive maps φα : A →Mn(α) and ψα : Mn(α) → B, for
each α ∈ A, such that ψα ◦ φα converges to θ in the point-norm topology. A C∗-
algebra is called nuclear if the identity map is nuclear. J

A famous theorem states that a C∗-algebraA is nuclear if and only ifA⊗maxB =
A⊗min B, for all C∗-algebras B. See [BO08, Theorem 3.8.7] for a proof.

Now we are ready to prove the Choi-Effros Lifting Theorem, originally established
in [CE76]. As already mentioned, we follow the proof from [Arv77]. The original
lifting theorem proved by Choi and Effros is slightly stronger, in the sense that it
asserts that one can choose the lift to be nuclear. As explained in [Arv77, page 351],
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Arveson’s proof can be modified to cover the original stronger statement, by showing
that the set of liftable nuclear maps is closed in point-norm topology, as well. This
though we do not prove.

Theorem 2.4.12. Every nuclear contractive completely positive map from a separable
C∗-algebra A into the quotient B/I of a C∗-algebra B by a closed two-sided ideal I
is liftable.

Proof. Let θ : A → B/I be a nuclear contractive completely positive map. Choose
some directed set A, natural numbers {n(α) : α ∈ A} and contractive completely
positive maps φα : A → Mn(α) and ψα : Mn(α) → B/I for each α ∈ A, such that
ψα ◦ φα converges to θ in the point-norm topology. By Proposition 2.4.10 the maps
(ψα)α∈A are all liftable, so for each α ∈ A we let ψ̃α be a contractive completely
positive lift of ψα. Now for each α ∈ A the map ψα ◦ φα is liftable with lift ψ̃α ◦ φα.
Thus θ is liftable, since the set of liftable maps is closed in the point-norm topology
by Theorem 2.4.8.

Let us give the definition of the lifting property and the local lifting property before
we give a corollary to the Choi-Effros Lifting Theorem.

Definition 2.4.13. LetA be aC∗-algebra. ThenA is said to have the lifting property,
if for each C∗-algebra B and each ideal I in B, every contractive completely positive
map φ : A → B/I is liftable. Also, A is said to have the local lifting property, if for
each C∗-algebra B and each ideal I in B, every contractive completely positive map
φ : A → B/I is locally liftable. The lifting property and the local lifting property are
abbreviated as LP and LLP, respectively.

With this defined, we can read the following corollary straight out of the Choi-
Effors Lifting Theorem, if we remember that all contractive completely positive maps
to of from a nuclear C∗-algebra are themselves nuclear:

Corollary 2.4.14. All separable nuclear C∗-algebras have the lifting property.

Another important lifting theorem is the Effros-Haagerup Lifting Theorem, which
we state here, but do not prove. A proof can be found in [BO08, Appendix C].

Theorem 2.4.15. Suppose that B is a unital C∗-algebra and I a closed two-sided
ideal in B. Then the following statements are equivalent:

(i) for any C∗-algebra A the sequence

0 // A⊗min I
idA⊗ι // A⊗min B

idA⊗π // A⊗min (B/I) // 0

is exact, where ι : I → B denotes the inclusion map and π : B → B/I denotes
the quotient map;

(ii) the same as (i), but only with A = B(`2);

(iii) for any finite dimensional operator system S ⊆ B/I, the inclusion of S into
B/I is liftable, that is, the identity map on B/I is locally liftable.

A natural thing to ask is whether the local lifting property implies the lifting
property. In general this is not the case (see [Oza04, page 510]). It is though still
open, whether the local lifting property implies the lifting property, for separable C∗-
algebras.



Chapter 3

The QWEP Conjecture

3.1 The free group on countably many generators

A group which plays an important role in the following sections, is the free group on
countably infinitely many generators. More precisely, we will see that the full group
C∗-algebra of this group plays an important role.

Let us start with some notation. We will use the symbol F for a generic free group.
In a situation where we need to specify the generators, the generators being an index
set I say, we let FI denote the free group with generators I . This group of course
only depends on—up to isomorphism—the cardinality of I . In the case where I is
finite, with n elements say, we denote FI by Fn, and in the case where I is countably
infinite, we denote it by F∞. Moreover, we will denote the complex group ring of a
discrete group Γ by CΓ.

We begin by exploring maps out of the full group C∗-algebra of a free group.

Proposition 3.1.1. Suppose that Γ is a discrete group andA a unital C∗-algebra. Let
ϕ : Γ→ U(A) be a group homomorphism. Then ϕ extends uniquely to a ∗-homomor-
phism C∗(Γ)→ A.

Proof. We may assume that A ⊆ B(H) for some Hilbert space H. Clearly the map
extends uniquely to a homomorphism ϕ̃ : CΓ → A. This map must necessarily be
contractive, when CΓ is equipped with the norm of C∗(Γ), since it is a representation
of CΓ. Thus, by continuity, it extends uniquely to a unital ∗-homomorphism from
C∗(Γ) to A.

One of the reasons why the full group C∗-algebras of free groups are of much
interest, is that it is incredibly easy to construct ∗-homomorphisms from these into
other C∗-algebras. Indeed, if one combines the above proposition with the universal
property of the free groups, then one can construct such ∗-homomorphisms just by
specifying the value on the generating unitaries.

Remark 3.1.2. Suppose that I is an index set, and J ⊆ I a non-empty subset. Let
A be a C∗-algebra, and let π : C∗(FJ)→ A be a ∗-homomorphism, with B denoting
the image of π. The map π restricts to a group homomorphism from FJ to the uni-
tary group of B—which is unital since C∗(FJ) is unital. This group homomorphism
extends to a group homomorphism from FI to U(B), by the universal property of the
free groups, and so by Proposition 3.1.1, we get a ∗-homomorphism from C∗(FI) to
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B, which clearly extends π.1 In this manner we have extended the ∗-homomorphism
π to a ∗-homomorphism from C∗(FI) to A. In particular, every representation of
CFJ extends to a representation of FI , so it follows that the natural map from C∗(FJ)
to C∗(FI) is injective. In this way we may consider C∗(FJ) as a C∗-subalgebra of
C∗(FI).

Now if we are given two index sets I1 and I2, and a map j : I1 → I2, then this
naturally induces a map between the associated groups FI1 and FI2 , by mapping a
generator i ∈ I1 to the generator j(i) ∈ I2. Identifying the group FI2 with a sub-
group of the unitary group of C∗(FI2) in the canonical way, we get a homomorphism
from FI1 to U(C∗(FI2)). Thus, in a canonical way, we obtain a ∗-homomorphism
j̃ : C∗(FI1)→ C∗(FI2). Now, if j is surjective, then the induced map CFI1 → CFI2
will also be surjective. Thus the image of j̃ is a C∗-subalgebra of C∗(FI2), which
contains CFI2 , and must therefore be equal to the whole of C∗(FI2). So, in the case
where j is surjective, so is the map j̃. Now, if j is injective, then by the previous part,
we get an isometric inclusion of C∗(FI1) into C∗(FI2). Hence, if j is injective, then
so is j̃. J

One application of the universality of the C∗-algebra C∗(F∞) is that it every
separable C∗-algebra is isomorphic to as a quotient C∗(F∞).

Proposition 3.1.3. If A is a C∗-algebra and X ⊆ A is a separable subset, then there
exists a ∗-homomorphism ϕ : C∗(F∞)→ A, such that the image of ϕ contains X. In
particular, every separable C∗-algebra is a quotient of C∗(F∞).

Proof. Let {xn : n ∈ N} be a countable dense subset of X. Since xn is a linear
combination of at most four unitaries, we can choose a countable set of unitaries {un :
n ∈ N} in A such that their span contains {xn : n ∈ N}. In particular the C∗-algebra
generated by {un : n ∈ N} contains X. Now, let {gn : n ∈ N} be a set of generators
of F∞. Then the association gn 7→ un for n ∈ N defines uniquely a homomorphism
F∞ → U(A) by the universal property of the free groups. By Proposition 3.1.1 this
homomorphism extends uniquely to a ∗-homomorphism ϕ : C∗(F∞)→ A. Since the
image of ϕ is a C∗-algebra containing {un : n ∈ N}, the image must contain X, as
well.

Now suppose that A is separable. Then by the first part, we can find a ∗-ho-
momorphism ϕ : C∗(F∞) → A, whose image contains A. Hence A is a quotient of
C∗(F∞).

Recalling that C∗(F∞) is separable, we obtain the following interesting corollary:

Corollary 3.1.4. The following statements are equivalent:

(i) every separable C∗-algebra is QWEP;

(ii) the C∗-algebra C∗(F∞) is QWEP.

We now prove a proposition, which states that a surjective ∗-homomorphism be-
tween C∗-algebras maps the closed unit ball of the domain onto the closed unit ball
of the target. This result will be used in the proof of the subsequent proposition.

Proposition 3.1.5. Suppose that π : B → A is a surjective ∗-homomorphism between
C∗-algebras A and B. Then π maps the closed unit ball of B onto the closed unital
ball of A.

1By all probability this extension is not unique, but existence and not uniqueness is the point here.
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Proof. Suppose that x ∈ A is a self-adjoint element of norm less than or equal to one,
and choose a self-adjoint y ∈ B with π(y) = x. Define g ∈ C(σ(x);C) by

g(x) =

{
x if |x| ≤ 1

x|x|−1 if |x| ≥ 1
, x ∈ σ(x)

Then g(y) is self-adjoint element of norm less than or equal to one, with π(g(y)) =
g(π(y)) = g(x) = x, since ‖x‖ ≤ 1.

Now suppose that x ∈ A is a not necessarily self-adjoint element of norm less
than or equal to one. The map (π)2 : M2(B) → M2(A) is also surjective, so the
self-adjoint element[

0 x
x∗ 0

]
lifts to an element

[
a b
c d

]
in M2(B) of norm less than or equal to one. Clearly b is a lift of x, and since the
matrix on the right has norm less than or equal to one, we get by the standard matrix
inequalities that ‖b‖ ≤ 1.

Kirchberg proved that C∗(F) has the lifting property, when F is a free group on a
countable (possibly finite) set of generators. Using this, it easily follows that C∗(FI)
has the local lifting property, for all index sets I . We do not intend to prove this result
by Kirchberg, since the proof is rather involved, but merely state it in Theorem 3.1.7
below. Before we even state the result, we will discuss part of its proof, which amounts
to the proposition below. Sometimes one can make do with this weaker result.

Proposition 3.1.6. Let A and B be C∗-algebras and π : B → A a surjective ∗-ho-
momorphism. For a free group F, any ∗-homomorphism φ : C∗(F) → A lifts to a
contractive completely positive map φ̃ : C∗(F)→ B. If B is unital (in which caseA is
also unital) and φ is unital, then the lift can be chosen to be unital completely positive.

Proof. Let B′ denote the unitization B̃ of B if B is non-unital, and B′ = B otherwise.
Note that, in either case, B is an ideal in B′.

For each u ∈ I , we can choose some lift xu ∈ B of φ(u) ∈ A of norm one. Fix
some u ∈ I , and let yu ∈ M2(B′) denote the element

yu =

[
xu (1B′ − xux∗u)−1/2

(1B′ − x∗uxu)−1/2 −x∗u

]
.

Since xup(x∗uxu) = p(xux
∗
u)xu for all polynomials p, we get by a continuity argu-

ment that xu(1B′−x∗uxu)−1/2 = (1B′−xux∗u)−1/2xu. Using this it is straightforward
to check that yu is unitary. Thus we get a unique ∗-homomorphism ψ : C∗(FI) →
M2(B′) satisfying ψ(u) = yu. Now, let ψ̃ : C∗(FI) → B′ denote the upper left
corner of ψ, that is, the composition of ψ with the map

M2(B′) −→ B′ defined by
[
x11 x12

x21 x22

]
7−→ x11.

The above-defined map is clearly contractive completely positive, so its composition
with ψ, that is, ψ̃, must also be contractive completely positive. Since the upper left
corner of yu is xu we see that ψ̃(u) = xu for all u ∈ I . At first, this map ψ̃ is our
candidate for a lift of φ, and if B is unital, then is is actually a lift of φ, but if not,
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then it might happen that the image of ψ̃ is not contained in B. So let us fix this. Let
b ∈ B be a lift of φ(1) of norm one, where 1 denotes the identity on C∗(FI). Now
define the map φ̃ : C∗(FI)→ B by φ̃(x) = b∗ψ̃(x)b, x ∈ C∗(FI). Clearly this map is
contractive completely positive, and it is well-defined since B is an ideal in B′, which
ensures that b∗b′b ∈ B for all b′ ∈ B′. By construction

(π ◦ φ̃)(u) = π(b∗ψ̃(u)b) = π(b)∗π(xu)π(b) = φ(1)∗φ(u)φ(1) = φ(u), u ∈ I.

Thus φ̃ is a contractive completely positive lift of φ. Now suppose that B,A and φ are
all unital. Let θ be a state on C∗(FI), then the map φ̃+ (1B− φ̃(1))θ, that is, the map
from C∗(FI) to B given by x 7→ φ̃(x) + (1B − φ̃(1))θ(x) will be a unital completely
positive lift of φ.

The above proof displays a standard trick, namely, the unitary dilation of a con-
tractive element. This trick will also be used in the proof of Lemma 3.2.3 in the quest
for proving Kirchberg’s Theorem.

Here we state the previously mentioned result on the lifting property due to Kirch-
berg.

Theorem 3.1.7. The C∗-algebra C∗(F) has the lifting property, when F is a free
group on at most countable many generators.

A proof of this can be found in [Kir94, Lemma 3.3] and [Oza04, Theorem 3.8].
From this we get that following important corollary:

Corollary 3.1.8. For every free group F, the C∗-algebra C∗(F) has the local lifting
property.

Proof. Suppose that S ⊆ C∗(F) is a finite dimensional operator system. Then one
can choose a ∗-homomorphism π : C∗(F∞) → C∗(F), such that the image of π
contains S. This can be done by taking a basis of S and writing the elements as linear
combinations of unitaries from C∗(F)—these unitaries do not necessarily lie in S,
but this matters little. Now completely positive maps from S can be lifted, using the
lifting property of C∗(F∞).

Now we move on to the subject of tensor products. More precisely, our next goal is
to analyze howC∗(F) behaves with respect to tensor products, when F is a free group.
This investigation will come in handy, when proving tensorial characterizations of
WEP and LLP in section 3.3.

Theorem 3.1.9. Suppose that we are given a C∗-algebra B and a C∗-subalgebra A
of B. Then

(i) if I is some index set and I0 ⊆ I a non-empty subset, then the norm onA⊗max

C∗(FI) restricts to the norm on A ⊗max C
∗(FI0), that is, the canonical map

A⊗max C
∗(FI0)→ A⊗max C

∗(FI) is isometric.

(ii) if the canonical map A ⊗max C
∗(F∞) → B ⊗max C

∗(F∞) is isometric, then
the canonical map A ⊗max C

∗(FI) → B ⊗max C
∗(FI) is isometric, as well,

for each non-empty set I .

(iii) ifA⊗maxC
∗(F∞) = A⊗minC

∗(F∞), thenA⊗maxC
∗(FI) = A⊗minC

∗(FI),
for each non-empty set I .
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Proof. We start by proving (i). By the definition of the maximal tensor product, it
suffices to show that every representation of A�C∗(FI0) extends to a representation
of A � C∗(FI). So let H be a Hilbert space and π : A � C∗(FI0) → B(H) a repre-
sentation of A � C∗(FI0). Let π1 : A → B(H) and π2 : C∗(FI0) → B(H) denote
its restrictions (see Section 1.5). As mentioned in Remark 3.1.2, the representation
π2 extends to a representation π̃2 : C∗(FI) → π2(C∗(FI0)). Clearly π1 and π̃2 have
commuting ranges, since this was true for π1 and π2, and by construction the repre-
sentation π1 × π̃2 : A � C∗(FI) → B(H) extends π, since π = π1 × π2. Thus we
have proved (i).

Let us prove (ii). Assume that I is finite, with n elements, say. We have an
inclusion C∗(Fn) ⊆ C∗(F∞). By part (i) we know that both the canonical maps
A⊗max C

∗(Fn) → A⊗max C
∗(F∞) and B ⊗max C

∗(Fn) → B ⊗max C
∗(F∞) are

isometric. Hence the map A ⊗max C
∗(Fn) → B ⊗max C

∗(Fn) is isometric, since
it is just the restriction of the map A ⊗max C

∗(F∞) → B ⊗max C
∗(F∞), which is

isometric by assumption.
Suppose instead that I is infinite. To show that the map A ⊗max C

∗(FI) →
B⊗maxC

∗(FI) is isometric, it suffices to show that is is isometric onA�C∗(FI). So
let a ∈ A�C∗(FI), and write a =

∑n
k=1 ak⊗xk, with ak ∈ A and xk ∈ C∗(FI), for

k = 1, 2, . . . , n. Since CFI is dense in C∗(FI) we may choose some countable (and
infinite) set J ⊆ I , say J = {um : m ∈ N}, such that xk = limm→∞

∑m
j=1 λ

k
j,muj ,

for each k ∈ {1, 2, . . . , n}, with λkj,m ∈ C, for all m, j ∈ C. Now we see that

a = lim
m→∞

n∑
k=1

m∑
j=1

λkj,mλ
k
uak ⊗ uj .

So in particular a ∈ C∗(FJ). Now, by choosing a bijection j : N → J we get a
map j̃ : C∗(F∞) → C∗(FI), mapping C∗(F∞) isometrically onto C∗(FJ) as in Re-
mark 3.1.2. Now, by again applying part (i), and drawing the diagram

A⊗max C
∗(F∞) //

idA⊗j̃

��

B ⊗max C
∗(F∞)

idB⊗j̃

��
A⊗max C

∗(FI) // B ⊗max C
∗(FI)

,

we realize that the top map as well as the vertical maps are isometric. By construction,
a is in the image of idA ⊗ j̃, it follows that the norm of a is the same as the norm of
the image of a under the bottom map. Thus it follows that the mapA⊗maxC

∗(FI)→
B⊗maxC

∗(FI) is isometric onA�C∗(FI), and hence isometric onA⊗maxC
∗(FI).

The proof of part (iii) is similar to the one of part (ii). More precisely, one proves
the statement for the algebraic tensor product, using the same trick as above.

The last results we discuss in this section concerns non-unital technicalities related
to the maximal tensor product with C∗(F), for a free group F.

Lemma 3.1.10. Suppose that Ai is a C∗-algebra and Ii ⊆ Ai an ideal in Ai, for
i = 1, 2. For a C∗-algebra B and three vertical maps making the diagram

0 // I1 ⊗max B //

��

A1 ⊗max B //

��

(A1/I1)⊗max B //

��

0

0 // I2 ⊗max B // A2 ⊗max B // (A2/I2)⊗max B // 0
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commute, where the rows are exact (due to exactness of the maximal tensor product)
it holds that, if the two outer vertical maps are injective, then so is the middle one.

Proof. The exactness of the rows is from Proposition 1.5.7 and the statement of the
lemma is a standard argument using diagram chasing.

Lemma 3.1.11. If A and B are C∗-algebras, then the norm on A⊗max B̃ restricts to
the norm on A⊗max B, where B̃ denotes the unitization of B.

Proof. This is follows from the fact that the sequence

0 // A⊗max B // A⊗max B̃ // A⊗max C // 0 ,

is exact by Proposition 1.5.7.

Lemma 3.1.12. Let B and C be C∗-algebras and let A be a C∗-subalgebra of B.
Then the following are equivalent: (i) the map A⊗max C → B ⊗max C is isometric;
(ii) the mapA⊗max C̃ → B⊗max C̃ is isometric; (iii) the map Ã⊗max C → B̃⊗max C
is isometric; (iv) the map Ã ⊗max C̃ → B̃ ⊗max C̃ is isometric.

Proof. The implications (iv) ⇒ (iii), (iv) ⇒ (ii), (iii) ⇒ (i) and (ii) ⇒ (i) follows
from Lemma 3.1.11. To prove that (i)⇒ (iv) it suffices to prove that (i)⇒ (iii) and
(i) ⇒ (ii). The implication (i) ⇒ (iii) follows from Lemma 3.1.10 applied to the
commutative diagram

0 // A⊗max C //

��

Ã ⊗max C //

��

C⊗max C //

��

0

0 // B ⊗max C // B̃ ⊗max C // C⊗max C // 0

where the left vertical map is injective by assumption and the right vertical map is
an equality. The implication (i) ⇒ (ii) follows from Lemma 3.1.10 applied to the
commutative diagram

0 // A⊗max C //

��

A⊗max C̃ //

��

A⊗max C //

��

0

0 // B ⊗max C // B ⊗max C̃ // B ⊗max C // 0

where the left vertical map is injective by assumption and the right vertical map is the
injection of A into B.

3.2 Pisier’s proof of Kirchberg’s theorem

This section is devoted to a famous theorem of Kirchberg, from his 1993 article
[Kir93], stating that there is only oneC∗-algebra norm on the algebraic tensor product
of B(H) with C∗(F), whereH is a Hilbert space and F a free group.

We follow the elegant proof of Gilles Pisier presented in his 1996 article [Pis96].
The idea of Pisier’s proof is, in a sense, to first reduce the problem to a statement about
a certain operator space spanned by unitaries, and then to describe the minimal norm
of such elements in a (sort of) algebraic way.
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We start with three lemmas, the first two of which are fairly elementary, and the
last of which is more complicated. The latter forms an important part of the theorem
of Kirchberg.

Lemma 3.2.1. Suppose that we are given two Hilbert spaces H and K, a unitary
element u ∈ B(K) and an isometry V : H → K. If V ∗uV is unitary, then u commutes
with V V ∗.

Proof. Let P denote the projection V V ∗. For ξ ∈ H we get

‖PuPξ‖ = ‖V V ∗uV V ∗ξ‖ = ‖V ∗ξ‖ = ‖V V ∗ξ‖ = ‖Pξ‖,

since both V and V ∗uV are assumed to be isometries. Hence,

‖(1− P )uPξ‖2 = ‖uPξ‖2 − ‖PuPξ‖2 = 0,

which shows that PuP = uP . Now, replacing u with u∗ and repeating the argument
we get Pu∗P = u∗P . Combining these two identities we conclude that u commutes
with P .

Lemma 3.2.2. If we are given bounded operators a1, a2, . . . , an and b1, b2, . . . , bn
on a Hilbert spaceH, then∥∥∥ n∑

k=1

akbk

∥∥∥ ≤ ∥∥∥ n∑
k=1

aka
∗
k

∥∥∥1/2∥∥∥ n∑
k=1

b∗kbk

∥∥∥1/2

.

Proof. The inequality follows by noticing that
∑n
k=1 akbk 0 . . . 0

0 0 . . . 0
...

...
. . .

...
0 0 . . . 0

 =


a1 a2 . . . an
0 0 . . . 0
...

...
. . .

...
0 0 . . . 0



b1 0 . . . 0
b2 0 . . . 0
...

...
. . .

...
bn 0 . . . 0

 ,
and calculating the norm of the matrices on the right hand side using the identities

a1 a2 . . . an
0 0 . . . 0
...

...
. . .

...
0 0 . . . 0



a1 a2 . . . an
0 0 . . . 0
...

...
. . .

...
0 0 . . . 0


∗

=


∑n
k=1 aka

∗
k 0 . . . 0

0 0 . . . 0
...

...
. . .

...
0 0 . . . 0


and 

b1 0 . . . 0
b2 0 . . . 0
...

...
. . .

...
bn 0 . . . 0


∗ 

b1 0 . . . 0
b2 0 . . . 0
...

...
. . .

...
bn 0 . . . 0

 =


∑n
k=1 b

∗
kbk 0 . . . 0

0 0 . . . 0
...

...
. . .

...
0 0 . . . 0

 ,
and nothing more.

Lemma 3.2.3. Let F be a free group and H an infinite dimensional Hilbert space.
Given a set u1, u2, . . . , un of the canonical generators of F, all distinct, and bounded
operators x0, x1, . . . , xn on H, the following are equivalent (with u0 = 1C∗(F) and
x = (x0, x1, . . . , xn)):
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(i) the linear operator Tx : `n+1
∞ → B(H) given by Tx(λ0, λ1, . . . , λn) = λ0x0 +

λ1x1 + . . .+ λnxn is completely bounded with ‖Tx‖cb < 1;

(ii) the element z =
∑n
k=0 uk ⊗ xk in C∗(F)�B(H) satisfies ‖z‖min < 1;

(iii) there exist bounded linear operators a0, a1, . . . , an and b0, b1, . . . , bn on H so
that xk = akbk, for all k = 0, 1, . . . , n, and∥∥∥ n∑

k=0

aka
∗
k

∥∥∥ < 1 and
∥∥∥ n∑
k=0

b∗kbk

∥∥∥ < 1

Proof. Let us start by proving that ‖Tx‖cb = ‖z‖min. This will clearly imply the
equivalence of (i) and (ii). Denote the linear span of u0, u1, . . . , un by E.

Let δ0, δ1, . . . , δn denote the standard basis of `n+1
∞ , that is, δk is the indicator

function of {k}, k = 0, 1, . . . , n. Consider the element w of E � `n+1
∞ given by

w =
∑n
k=0 uk ⊗ δk. It is straightforward to check that this element is unitary, and it

satisfies

(idE ⊗ Tx)(w) =

n∑
k=0

(idE ⊗ Tx)(uk ⊗ δk) =

n∑
k=0

uk ⊗ xk = z.

By Proposition 1.5.9, we get that idE ⊗ Tx is completely bounded and that

‖idE ⊗ Tx‖ ≤ ‖idE ⊗ Tx‖cb = ‖idE‖cb‖Tx‖cb = ‖Tx‖cb,

so in particular, we get that

‖z‖min = ‖(idE ⊗ Tx)(w)‖min ≤ ‖idE ⊗ Tx‖‖w‖min ≤ ‖Tx‖cb.

This proves the first inequality. The other one is a bit more involved. The strategy is
as follows: first of all, since ‖Tx‖cb = ‖idB(H)⊗Tx‖ by Proposition 1.5.10, we want
to show that ‖idB(H) ⊗ Tx‖ ≤ ‖z‖min. Second, for a ∈ B(H)� `n+1

∞ with ‖a‖ ≤ 1,
our strategy then is to construct a completely contractive map θa : C∗(F)→ B(H) so
that (idB(H) ⊗ Tx)(a) = (θa ⊗ idB(H))(z), because then

‖(idB(H) ⊗ Tx)(a)‖min = ‖(θa ⊗ idB(H))(z)‖min

≤ ‖θa ⊗ idB(H)‖‖z‖min ≤ ‖z‖min,

and since a was arbitrary with ‖a‖ ≤ 1, the conclusion follow. We now perform
the desired construction. Let a ∈ B(H) � `n+1

∞ be given with ‖a‖ ≤ 1, and
write a =

∑n
k=0 ak ⊗ δk, with ak ∈ B(H) and k = 0, 1, . . . , n. Since ‖a‖ =

max{‖a0‖, ‖a1‖, . . . , ‖an‖} we get that ‖ak‖ ≤ 1, for all k = 0, 1, . . . , n. Let âk
denote the unitary dilation of ak given by

âk =

[
ak (1− aka∗k)1/2

(1− a∗kak)1/2 −a∗k

]
, for k = 0, 1, . . . , n.

Now, the prescription uk 7→ â∗0âk for each k = 1, 2, . . . , n and v 7→ 1M2(B(H)), for
each canonical unitary generator of C∗(F) besides u1, u2, . . . , un, defines a uniquely
a ∗-homomorphism ψ : C∗(F) → M2(B(H)). The map M2(B(H)) → M2(B(H))
given by x 7→ â0x is completely contractive, since â0 is unitary. Hence by letting
φ : M2(B(H)) → B(H) denote the contractive completely positive map taking an
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element to its upper left corner, we get a completely contractive map θa : C∗(F) →
B(H) given by θa(x) = φ(â0ψ(x)). It is straightforward to check that θa(uk) = ak,
for all k = 0, 1, . . . , n, so in particular,

(θa ⊗ idB(H))(z) =

n∑
k=0

(θa ⊗ idB(H))(uk ⊗ xk) =

n∑
k=0

(ak ⊗ xk).

Now, we also have

(idB(H) ⊗ Tx)(a) =

n∑
k=0

(idB(H) ⊗ Tx)(ak ⊗ δk) =

n∑
k=0

(ak ⊗ xk),

so we conclude that θa is a completely contractive map with the desired property. As
explained above, it follows that ‖Tx‖cb ≤ ‖z‖min. So we conclude ‖Tx‖cb = ‖z‖min,
and therefore also the equivalence of (i) and (ii).

Let us now assume that (iii) and then prove (ii). Let π : C∗(F) → B(K) be a
faithful representation of C∗(F) on a Hilbert space K. By definition of the minimal
tensor product norm, the map π ⊗ idB(H) : C∗(F) ⊗min B(H) → B(H ⊗ K) is a
faithful representation, and we see that

‖z‖min = ‖(π ⊗ idB(H))(z)‖ =
∥∥∥ n∑
k=0

π(uk)⊗ xk
∥∥∥ =

∥∥∥ n∑
k=0

π(uk)⊗ akbk
∥∥∥.

By Lemma 3.2.2 we obtain that∥∥∥ n∑
k=0

π(uk)⊗ akbk
∥∥∥ =

∥∥∥ n∑
k=0

(π(uk)⊗ ak)(1C∗(F) ⊗ bk)
∥∥∥

≤
∥∥∥ n∑
k=0

(1C∗(F) ⊗ b∗kbk)
∥∥∥1/2∥∥∥ n∑

k=0

(1C∗(F) ⊗ aka∗k)
∥∥∥1/2

=
∥∥∥1C∗(F) ⊗

n∑
k=0

b∗kbk

∥∥∥1/2∥∥∥1C∗(F) ⊗
n∑
k=0

aka
∗
k

∥∥∥1/2

=
∥∥∥ n∑
k=0

b∗kbk

∥∥∥1/2∥∥∥ n∑
k=0

aka
∗
k

∥∥∥1/2

< 1,

which proves that ‖z‖min < 1, and hence (ii).
Now assume instead that (i) holds and let us prove (iii). By Theorem B.4.5 there

exist a representation ρ : `n+1
∞ → B(K) on a Hilbert space K and bounded linear

operators V1 and V2 fromH to K, satisfying that

Tx(y) = V ∗1 ρ(y)V2, for all y ∈ `n+1
∞ ,

together with ‖Tx‖cb = ‖V1‖‖V2‖. By scaling V andW we may assume that ‖V1‖ =

‖V2‖ = ‖Tx‖1/2cb . We may also assume that K has a greater dimension than H, since
we can replace K with K ⊕H and extend each operator in question by zero. SinceH
is infinite dimensional, the closed linear span of the set

{ρ(δk)Vjξ : ξ ∈ H, j = 1, 2, k = 0, 1, . . . , n}
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in K has at most the same dimension as that of H.2 Thus we can choose a partial
isometry W : K → H, whose support contains the closed linear span in question. Or,
in other words, we can choose a partial isometryW so thatW ∗Wρ(δk)Vj = ρ(δk)Vj ,
for all k = 0, 1, . . . , n and j = 1, 2. Now, let

ak = V ∗1 ρ(δk)W ∗ and bk = Wρ(δk)V2,

for k = 0, 1, . . . , n, and let us justify that these satisfy the conditions specified in (iii).
By construction

xk = V ∗1 ρ(δk)V2 = V ∗1 ρ(δk)ρ(δk)V2 = V ∗1 ρ(δk)W ∗Wρ(δk)V2 = akbk,

for all k = 0, 1, . . . , n, and if we use that
∑n
k=0 δk = 1`n+1

∞
, we get that

n∑
k=0

b∗kbk =

n∑
k=0

V ∗2 ρ(δk)∗W ∗Wρ(δk)V2 = V ∗2

( n∑
k=0

ρ(δk)
)
V2 = V ∗2 V2

By similar calculations we see that
∑n
k=0 aka

∗
k = V ∗1 V1. In particular, recalling that

‖Tx‖cb < 1 we see that

‖V ∗2 V2‖ = ‖V2‖2 = ‖Tx‖cb < 1 and ‖V ∗1 V1‖ = ‖V1‖2 = ‖Tx‖cb < 1.

So we have proved that∥∥∥ n∑
k=0

aka
∗
k

∥∥∥ < 1 and
∥∥∥ n∑
k=0

b∗kbk

∥∥∥ < 1,

which shows that (iii) holds.
This proves the last implications, and so the three conditions are equivalent.

Before we prove an important theorem of Pisier, which is crucial in his proof of
Kirchberg’s theorem, we need the following technical propositions on extensions of
completely positive maps.

Proposition 3.2.4. Suppose that A and B are unital C∗-algebras. Let (ui)i∈I be a
family of unitaries generating A as a unital C∗-algebra, and let E denote the linear
span of this family of unitaries and the identity in A. If T : E → B is a unital com-
pletely contractive map such that Tui is unitary, for all i ∈ I , then T extends to a
∗-homomorphism T̃ : A → B.

Proof. We may assume that B ⊆ B(H) for some Hilbert space H. By Wittstock’s
Extension Theorem the map T extends to a completely contractive map T̃ : A →
B(H). Since unital completely contractive maps on C∗-algebras are automatically
unital completely positive by Corollary B.1.11, we get that T̃ is unital completely
positive. Hence Stinespring’s Dilation Theorem is applicable, and we may choose a
representation π of A on a Hilbert space K and an isometry V : H → K, such that
T̃ x = V ∗π(x)V , for all x ∈ A. By construction V ∗π(ui)V is unitary, for each i ∈ I ,
since V is an isometry and π(ui) is unitary. Because of this we get from Lemma 3.2.1,
that π(ui) commutes with V V ∗, for all i ∈ I . In particular, given i, j ∈ I we have

T̃ (uiuj) = V ∗π(ui)π(uj)V V
∗V = V ∗π(ui)V V

∗π(uj)V = T̃ (ui)T̃ (uj).

2It might be that the dimension gets 2(n + 1) times larger, since we let j and k vary in {1, 2} and
{0, 1, . . . , n}, respectively. So unlessH is infinite dimensional, the statement is not true.
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So since T̃ is unital and the family (ui)i∈I generates A as a unital C∗-algebra, we
deduce that T̃ must be multiplicative, and hence a ∗-homomorphism. Now, the only
thing left to check is that the image of T̃ is contained in B, but this follows from the
fact that Tui ∈ B, for all i ∈ I , and (ui)i∈I generates A as a unital C∗-algebra.

The following theorem of Pisier forms an important part of his proof of Kirch-
berg’s theorem. It reduces the problem of checking whether the maximal and minimal
tensor product of two C∗-algebras agree, to checking this on the tensor product of
operator spaces spanned in a nice way by unitaries.

Theorem 3.2.5. Suppose that we are given unital C∗-algebras A1 and A2, together
with families (ui)i∈I and (vj)j∈J of unitaries generating A1 and A2 as unital C∗-
algebras, respectively. LetE1 andE2 denote the linear span of (ui)i∈I plus the unit of
A1, and (vj)j∈J plus the unit of A2, respectively. Then the following are equivalent:

(i) the inclusion E1�E2 → A1⊗maxA2 is completely contractive when E1�E2

is equipped with the minimal tensor norm;

(ii) we have A1 ⊗min A2 = A1 ⊗max A2 canonically.

Proof. It should be clear that (ii) implies (i), since the inclusion map E1 � E2 →
A1⊗minA2 is completely contractive by Proposition 1.5.9, whenE1�E2 is equipped
with the minimal tensor norm.

Suppose that (i) holds, and let us prove (ii). Denote E1 � E2 by E. First, let us
convince ourselves that the set L given by

L = {ui ⊗ vj : i ∈ I, j ∈ J} ∪ {ui ⊗ 1A2
: i ∈ I} ∪ {1A1

⊗ vj : j ∈ J}

together with the unit spans E, and moreover, generates A1 ⊗min A2 as a unital C∗-
algebra. That L plus the unit 1A1 ⊗ 1A2 spans E should be clear. Since (ui)i∈I gen-
erates A1 as a unital C∗-algebra, the unital C∗-algebra generated by L must contain
A1⊗1A2

. By a similar argument is must contain 1A1
⊗A2, so it follows that L must

generate A1 ⊗min A2 as a unital C∗-algebra, since it generates a unital C∗-algebra
containingA1�A2. Second, let us apply Proposition 3.2.4 to what we already know.
The proposition applies to the inclusionE1�E2 → A1⊗maxA2 which is completely
contractive by assumption, obviously unital and maps every element of L to a unitary
in A1 ⊗max A2, since all the elements of L are unitary. Thus, since E is the linear
span of L and the identity, and L generates A1 ⊗min A2 as a unital C∗-algebra, the
conclusion of Proposition 3.2.4 is that the inclusion E1�E2 → A1⊗maxA2 extends
to a ∗-homomorphism π : A1⊗minA2 → A1⊗maxA2. All we are left with to check,
is that π is actually the identity onA1�A2. Since E1⊗1A2 generatesA1⊗1A2 and
π is the identity on E1 ⊗ 1A2 we conclude that π is the identity on A1 ⊗ 1A2 . Simi-
larly π is the identity on 1A1

⊗A2, and therefore also on the algebraic tensor product
A1 � A2. Thus we have proved that A1 ⊗min A2 and A1 ⊗max A2 are canonically
isomorphic.

Now, with all this work done, we are ready to prove the theorem of Kirchberg.

Theorem 3.2.6. Given a free group F and a Hilbert spaceH, it holds that

C∗(F)⊗min B(H) = C∗(F)⊗max B(H).
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Proof. This will be an application of Lemma 3.2.3 and Theorem 3.2.5. First of all,
note that if H is finite dimensional, then the statement is trivially satisfied. Thus we
may assume that H is infinite dimensional. Let (ui)i∈I denote the canonical unitary
generators of C∗(F), and let E1 denote the linear span of these unitaries together with
the identity in C∗(F). Now, if we let E2 = B(H), then E2 is the linear span of the
family U(B(H)) of unitaries in B(H). Clearly (ui)i∈I and U(BH)) generate C∗(F)
and B(H) as unital C∗-algebras, we obtain by Theorem 3.2.5 that

C∗(F)⊗min B(H) = C∗(F)⊗max B(H)

if and only if the inclusion E1 �E2 → C∗(F)⊗max B(H) is completely contractive,
whenE1�E2 is equipped with the minimal tensor norm. So suppose that z ∈ E1�E2,
that is, there are some n ∈ N and distinct elements v1, v2, . . . , vn of the family (ui)i∈I
and bounded linear operators x0, x1, . . . , xn onH, so that

z =

n∑
k=0

vk ⊗ xk,

where v0 = 1C∗(F). Assume that ‖z‖min < 1. Then by Lemma 3.2.3 there exist
bounded operators a0, a1, . . . , an and b0, b1, . . . , bn on H, such that xk = akbk, for
each k = 0, 1, . . . , n, with

∥∥∥ n∑
k=0

aka
∗
k

∥∥∥ < 1 and
∥∥∥ n∑
k=0

b∗kbk

∥∥∥ < 1.

Now, let π : C∗(F)⊗max B(H)→ B(K) be a faithful representation of C∗(F)⊗max

B(H) on some Hilbert spaceK, and let π1 and π2 denote its restrictions to C∗(F) and
B(H), respectively. Then

‖z‖max = ‖π(z)‖ =
∥∥∥ n∑
k=0

π1(vk)π2(ak)π2(bk)
∥∥∥ =

∥∥∥ n∑
k=0

π2(ak)π1(vk)π2(bk)
∥∥∥,

and by applying Lemma 3.2.2 we obtain that

‖z‖max ≤
∥∥∥ n∑
k=0

π2(ak)π1(vk)π1(vk)∗π2(ak)∗
∥∥∥1/2∥∥∥ n∑

k=0

π2(bk)∗π2(bk)
∥∥∥1/2

=
∥∥∥π2

( n∑
k=0

aka
∗
k

)∥∥∥1/2∥∥∥π2

( n∑
k=0

b∗kbk

)∥∥∥1/2

< 1.

So, just to summarize, we have proved that if z ∈ E1 � E2, with ‖z‖min < 1,
then ‖z‖max < 1. In particular, if we let z ∈ E1 � E2 and let δ > ‖z‖min, then
by applying this result to the element δ−1z, we get that ‖z‖max < δ. Since δ >
‖z‖min was arbitrary, we conclude that ‖z‖max ≤ ‖z‖min. Hence the inclusion E1 �
E2 → C∗(F)⊗maxB(H) is contractive, when E1�E2 is equipped with the minimal
tensor norm. Let us show that is is in fact completely contractive. Since H is infinite
dimensional, we can find a ∗-isomorphism ψ : B(H) ⊗Mn → B(H). Consider the
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following commutative diagram

Mn

(
E1 �B(H)

)
//

��

Mn

(
C∗(F)⊗max B(H)

)
��

E1 �B(H)�Mn
//

idE1
⊗ψ
��

C∗(F)⊗max B(H)⊗max Mn

idC∗(F)⊗ψ
��

E1 �B(H) // C∗(F)⊗max B(H)

where all the unmarked arrows are the obvious ones. We know that the vertical maps
are all isometric, and we have proved that the bottom map is contractive. Hence the
top map, that is, the n’th inflation of the inclusion, must also be contractive. This
finishes the argument that the inclusion ofE1�B(H) (with the minimal tensor norm)
into C∗(F) ⊗max B(H) is completely contractive. As explained earlier, this shows
that

C∗(F)⊗min B(H) = C∗(F)⊗max B(H),

and we are done.

With this grand conclusion we end this section, and hold our breath for its conse-
quences, which are sure to come in the following section.

3.3 Tensorial characterizations

In this section, we give tensorial characterizations of the weak expectation property
and the local lifting property. That is, we formulate these properties in terms of prop-
erties of tensor products; primarily, as statements about when the maximal and the
minimal tensor products agree.

We start with a tensorial characterization of the property of being relatively weakly
injective.

Theorem 3.3.1. Suppose that B is a C∗-algebra and A a C∗-subalgebra of B. Then
the following are equivalent:

(i) A is relatively weakly injective in B;

(ii) for each representation π : A → B(H) of A on a Hilbert space H, there exists
a contractive completely positive map φ : B → π(A)′′ extending π;

(iii) the inclusion A⊗max C → B ⊗max C is isometric for every C∗-algebra C;

(iv) the inclusion A⊗max C
∗(F∞)→ B ⊗max C

∗(F∞) is isometric.

Proof. Suppose (i), and that π : A → B(H) is a representation of A on the Hilbert
spaceH. By Remark 1.4.5, the representation π extends to a representation π̃ : A∗∗ →
π(A)′′. Since A is relatively weakly injective in B, there exists a contractive com-
pletely positive map Φ: B → A∗∗ which restricts to the identity on A. Now, the map
π̃ ◦ Φ is a contractive completely positive map from B to π(A)′′ extending π. Thus
(ii) holds.
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Condition (i) is just condition (ii) applied to the universal representation of A, so
clearly (i) implies (ii).

Suppose that (i) holds, and let us prove (iii). Let C be a C∗-algebra, and choose
some faithful representation π of A⊗max C on a Hilbert spaceH. Let

πA : A → B(H) and πC : C → B(H)

be the resrictions of π. Then these two representation have commuting ranges, and
π = πA × πC . By Remark 1.4.5, we can extend the representation πA to a represen-
tation π̃A : A∗∗ → πA(A)′′. Since πC(C) ⊆ πA(A)′ we conclude that π̃A(A∗∗) ⊆
πA(A)′′ ⊆ πC(C)′. Hence π̃A and πC have commuting ranges, so we obtain a rep-
resentation π̃A × πC : A∗∗ ⊗max C → B(H), which extends πA × πC , since re-
strictions are unique. By assumption A is relatively weakly injective in B, so there
exists a contractive completely positive map Φ: B → A∗∗ which restricts to the
identity on A. So using this, we now have a contractive completely positive map
Φ ⊗ idC : B ⊗max C → A∗∗ ⊗max C, which is the identity on A � C. To summarize
we now have the commutative diagram

B ⊗max C
Φ⊗idC // A∗∗ ⊗max C

π̃A×πC
��

A⊗max C π
//

ι

OO

B(H)

where ι denote the canonical map from A⊗max C to B ⊗max C. Since π is injective,
commutativity if the diagram implies that ι is injective, and hence isometric. This
proves (iii).

Clearly (iii) implies (iv), so assume (iv) and let us prove (i). Let πu : A → B(Hu)
denote the universal representation of A, and let I = U(πu(A)′). Consider the free
group with generators I . There is a natural choice of a unitary representation of
FI on Hu, namely the one that maps a generator—which is a unitary operator on
Hu—to itself. By Proposition 3.1.1, this unitary representation extends uniquely to
a ∗-homomorphism ρ : C∗(FI) → πu(A)′. Clearly ρ is surjective, since the image
contains U(πu(A)′). By assumption, the map A⊗max C

∗(F∞)→ B ⊗max C
∗(F∞)

is isometric, and so by Theorem 3.1.9 the mapA⊗max C
∗(FI)→ B⊗max C

∗(FI) is
also isometric.

Assume first that theC∗-algebraA is unital. Combining the maps πu and ρ, whose
ranges commute, we obtain a representation

πu × ρ : A⊗max C
∗(FI)→ B(H).

Since the norm on B ⊗max C
∗(FI) restricts to that of A ⊗max C

∗(FI) we get by
Corollary B.3.7, that this ∗-homomorphism extends to a contractive completely posi-
tive map φ : B ⊗max C

∗(FI)→ B(H). Now, define a map

Φ: B → B(H) by Φ(b) = φ(b⊗ 1), b ∈ B.

Clearly this map is contractive completely positive map extending π, so all we need to
check is that its image is actually contained inA∗∗. Since φ restricts to a ∗-homomor-
phism onA⊗maxC

∗(FI), we deduce by Corollary 2.1.3 that φ is an (A⊗maxC
∗(FI))-

bimodule map. So for b ∈ B and x ∈ C∗(FI) we see that

Φ(b)ρ(x) = φ(b⊗ 1)φ(1A ⊗ x) = φ(b⊗ x) = φ(1A ⊗ x)φ(b⊗ 1) = ρ(x)Φ(b).
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Hence Φ(B) ⊆ ρ(C∗(FI))′ = πu(A)′′ = A∗∗. This proves that A is relatively
weakly injective in B.

Now, let us drop the assumption that A is unital. By Proposition 1.1.8 we may
extend the map πu to a unital ∗-homomorphism π̃ : Ã → πu(A)′′. By Lemma 3.1.12
the inclusion of Ã ⊗max C

∗(FI) into B̃ ⊗max C
∗(FI) is also isometric, so by the

same arguments as in the unital case, we obtain a contractive completely positive map
Φ̃ : B̃ → πu(A)′′ = A∗∗, which restricts to π̃ on Ã. In particular, Φ̃ restricts to π on
A, since π̃ extends πu. Thus Φ̃|B : B → A∗∗ is a contractive completely positive map
which restricts to πu on A, that is, A is relatively weakly injective in B.

With this theorem and the help of Theorem 3.2.6, we can prove the following
characterization of the weak expectation property:

Proposition 3.3.2. Suppose thatA is a C∗-algebra. ThenA has the weak expectation
property if and only if C∗(F∞)⊗max A = C∗(F∞)⊗min A.

Proof. Let A be a C∗-algebra. We may assume that A ⊆ B(H) for some Hilbert
spaceH. Consider the commutative diagram

A⊗max C
∗(F∞)

��

// B(H)⊗max C
∗(F∞)

��
A⊗min C

∗(F∞) // B(H)⊗min C
∗(F∞)

where all the maps are the natural ones. The bottom map is always isometric, and we
know from Theorem 3.2.6 that the right map is also isometric. Hence, it follows that
either both the two maps left—the top one and the left one—are isometric, or none of
them are.

If we assume that C∗(F∞) ⊗max A = C∗(F∞) ⊗min A, then the left map, and
hence also the top map, is isometric. By Theorem 3.3.1, this means thatA is relatively
weakly injective in B(H), that is, A has the weak expectation property.

If we assume that A has the weak expectation property, then by Proposition 2.2.6
we get that A is relatively weakly injective in B(H). Thus by Theorem 3.3.1, the
top map is isometric, and it follows that left map is also isometric. Hence A ⊗max

C∗(F∞) = A⊗min C
∗(F∞).

This proposition describes in a nice way when a C∗-algebra has the weak expec-
tation property. Seen in another light, it also gives a way to determine whether the two
tensor products agree, if this is the point of interest.

Before we go on to prove a similar tensorial characterization of the local lifting
property, we establish two propositions relating the local lifting property of a C∗-
algebra to a statement which only involves maps into quotients of C∗(F∞).

Proposition 3.3.3. A C∗-algebraA has the lifting property if there exists a surjective
∗-homomorphism π : C∗(F∞)→ A, such that the identity map on A is liftable.

Proof. Suppose that π : C∗(F∞)→ A is such a ∗-homomorphism, and that ψ : A →
C∗(F∞) is a lift of the identity map onA. Then we want to show thatA has the lifting
property. Let B be a C∗-algebra, I a closed two-sided ideal in B and φ : A → B/I
be a contractive completely positive map. The map φ ◦ π is contractive completely
positive. Since C∗(F∞) has the lifting property by Theorem 3.1.7, this map has a lift
ψ′. Clearly now ψ′ ◦ ψ is a lift of φ. Hence A has the lifting property.
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The existence of such a surjective ∗-homomorphism in the above proposition
clearly implies that A is separable, and it is not hard to see that the reverse impli-
cation is also true, if we require that A is separable. With the above result we can
prove the following proposition:

Proposition 3.3.4. A C∗-algebra A has the local lifting property if and only if there
exist a free group F and a surjective ∗-homomorphism π : C∗(F) → A, such that the
identity map on A is locally liftable.

Proof. Suppose that A has the local lifting property. Clearly, there exists a free group
F, such that C∗(F) maps surjectively onto A, via a ∗-homomorphism. For example,
one could take the free group with generators U(A). Since A has the local lifting
property, the identity map is clearly locally liftable with respect to this surjection.

Suppose now that there exist a free group F and a surjective ∗-homomorphism
π : C∗(F) → A, such that the identity map on A is locally liftable. Suppose further
that B is a C∗-algebra, I a closed two-sided ideal in B and φ : A → B/I a contractive
completely positive map. Let S ⊆ A be a finite dimensional operator system. Choose
a lift ψ : S → C∗(F) of the inclusion S → A. This is possible by assumption.
Let S ′ ⊆ C∗(F) be a finite dimensional operator system containing ψ(S). The map
φ ◦ π : C∗(F) → B/I is contractive completely positive, so since C∗(F) has the
local lifting property by Corollary 3.1.8, we can choose a lift ψ′ : S ′ → B of the map
φ ◦ π|S′ . Now the map ψ′ ◦ ψ : S → B is a lift of φ|S . Hence A has the local lifting
property.

We are now ready to prove the following tensorial characterization of the local
lifting property. This proposition is a consequence of the Effros-Haagerup Lifting
Theorem and the theorem of Kirchberg.

Proposition 3.3.5. Suppose that A is a C∗-algebra and H an infinite dimensional
Hilbert space. Then A has the local lifting property if and only if B(H) ⊗max A =
B(H)⊗min A.

Proof. Suppose thatB(H)⊗maxA = B(H)⊗minA. SinceH is infinite dimensional,
we may choose some isometry V : `2 → H, and this induces a faithful representation
π : B(`2) → B(H), given by π(x) = V xV ∗. Since B(`2) has the weak expectation
property, the image of π is relatively weakly injective in B(H), so by Theorem 3.3.1
we get that the map π ⊗ idA : B(`2) ⊗max A → B(H) ⊗max A is isometric. Hence
B(`2) ⊗max A = B(`2) ⊗min A, since B(H) ⊗max A = B(H) ⊗min A. Choose
some free group F and a surjective ∗-homomorphism π : C∗(F) → A. Then by
Proposition 1.5.8 the sequence

0 // B(`2)⊗min kerπ // B(`2)⊗min C
∗(F) // B(`2)⊗min A // 0

is exact. By the Effros-Haagerup Lifting Theorem (Theorem 2.4.15), the identity map
on A is locally liftable with respect to the surjective ∗-homomorphism π : C∗(F) →
A. By Proposition 3.3.4, this shows that A has the local lifting property.

Now, suppose instead that A has the local lifting property. By Proposition 3.3.4
there exist a free group F and a surjective ∗-homomorphism ρ : C∗(F)→ A, such that
the identity map on A is locally liftable. By the Effros-Haagerup Lifting Theorem we
get that the sequence

0 // B(H)⊗min ker ρ // B(H)⊗min C
∗(F) // B(H)⊗min A // 0
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is exact. We also know from Proposition 1.5.7 that the sequence

0 // B(H)⊗max ker ρ // B(H)⊗max C
∗(F) // B(H)⊗max A // 0

is exact. Since B(H) ⊗max C
∗(F) = B(H) ⊗min C

∗(F) by Theorem 3.2.6, we
deduce, that B(H)⊗max ker ρ = B(H)⊗min ker ρ, and further that B(H)⊗maxA =
B(H)⊗min A. Hence the proposition is proved.

Before we end this section, let us combine these two tensorial characterizations,
giving a sufficient criteria for when there is a uniqueC∗-algebra norm on the algebraic
tensor product of two C∗-algebras.

Proposition 3.3.6. Let A and B beC∗-algebras. Then A ⊗max B = A ⊗min B if A
has the WEP and B has the LLP.

Proof. We may assume that A ⊆ B(H) for an infinite dimensional Hilbert space H.
Since A has the WEP, we get that A is relatively weakly injective in B(H), so by
Theorem 3.3.1, the canonical map A ⊗max B → B(H) ⊗max B is isometric. The
canonical map A ⊗min B → B(H) ⊗min B is also isometric, and B(H) ⊗max B =
B(H)⊗min B, since B has the LLP. Consider the commutative diagram

A⊗max B //

��

B(H)⊗max B

A⊗min B // B(H)⊗min B

,

where all the maps are the obvious ones. Since we argued above that the horizontal
maps are isometric, the map on the left must be isometric, as well. HenceA⊗maxB =
A⊗min B.

Let us make an easy remark on these tensorial characterizations. We saw earlier
the Choi-Effros Lifting Theorem, which had the consequence that all separable nu-
clear C∗-algebras have the lifting property. Now, from Proposition 3.3.5 it follows
that, in fact, all nuclear C∗-algebras—separable or not—has the local lifting prop-
erty.3 Also in the same manner, it follows from Proposition 3.3.2 that all nuclear
C∗-algebras has the weak expectation property.

3.4 QWEP and The Connes Embedding Problem

In this section we establish that the QWEP conjecture is equivalent to an affirmative
answer to the Connes Embedding Problem, as well as various other characterizations
of the QWEP conjecture.

We have already done most of the work in the previous sections, so let us start
with a small lemma, and then begin proving equivalences.

Lemma 3.4.1. Suppose that π : A → B(K) is a faithful representation of a C∗-
algebra A on a Hilbert space K. Let φ : A → B(H) be contractive completely
positive, with H a Hilbert space. Then there exists a contractive completely positive
map ψ : B(K)→ B(H) such that ψ ◦ π = φ.

3This is using the tensorial characterization of nuclearity, as stated below Definition 2.4.11.
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Proof. Since the representation π is faithful, we can define a contractive completely
positive map ψ′ : π(A) → B(K) by π(x) 7→ φ(x), x ∈ A. By Corollary B.3.7, the
map ψ′ extends to a contractive completely positive map ψ : B(H) → B(K). By
construction, this map ψ satisfies ψ ◦ π = φ.

Proposition 3.4.2. If a C∗-algebra is QWEP and has the LP, then it has the WEP.

Proof. Figure 3.1 contains a commutative diagram illustrating the proof. Suppose that
A is a C∗-algebra which is QWEP and has the LP. SinceA is QWEP there exist a C∗-
algebra B which has the WEP and a surjective ∗-homomorphism π : B → A. Since B
has the WEP there exist a faithful representation ρ : B → B(H) on a Hilbert spaceH,
and a contractive completely positive map Φ: B(H) → B∗∗ such that Φ ◦ π(b) = b,
for all b ∈ B. Let ρ̂ : A → B(K) be a faithful representation of A on a Hilbert space
K. Now, because A has the lifting property we can lift the identity map A → A to a
contractive completely positive map φ : A → B such that π ◦φ(a) = a, for all a ∈ A.
The map ρ ◦ φ is contractive completely positive, so by Lemma 3.4.1 we can find a
contractive completely positive map ψ : B(K)→ B(H) such that ψ◦ ρ̂ = ρ◦ψ. Now,
the map Ψ: B(K)→ A∗∗ given by Ψ = π∗∗ ◦Φ◦ψ is clearly contractive completely
positive, since it is the composition of such maps. It is straightforward to check that
(π∗∗ ◦ Φ ◦ ψ ◦ ρ̂)(a) = a, for all a ∈ A, by construction. Thus A has the WEP.

B(H)

Φ

&&
B //ρoo

π

��

B∗∗

π∗∗

��
B(K)

ψ

88

A
ρ̂

oo
idA

//

φ

99

A // A∗∗

Figure 3.1: Commutative diagram illustrating the
proof of Proposition 3.4.2

Remark 3.4.3. A thing definitely worth noticing about Proposition 3.4.2, is that in
the proof we did not fully use the fact that A had the LP. In fact, the only thing we
used was that the identity map on A is liftable with respect to some surjection onto A
of a C∗-algebra with the weak expectation property.

Theorem 3.4.4. The following conjectures are equivalent:

(i) all C∗-algebras are QWEP;

(ii) all separable C∗-algebras are QWEP;

(iii) the C∗-algebra C∗(F∞) is QWEP;

(iv) LP implies WEP;

(v) the C∗-algebra C∗(F∞) is WEP;

(vi) C∗(F∞)⊗max C
∗(F∞) = C∗(F∞)⊗min C

∗(F∞).
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Proof. Clearly (i) =⇒ (ii). We have (ii) ⇐⇒ (iii) from Corollary 3.1.4. The impli-
cation (i) =⇒ (iv) follows from Proposition 3.4.2, and so does the implication (iii)
=⇒ (v), since C∗(F∞) has the lifting property by Theorem 3.1.7. The implication
(v) =⇒ (iii) is clear, and the lifting property of C∗(F∞) also shows that (iv) =⇒ (v).
The equivalence (v) ⇐⇒ (vi) is just Proposition 3.3.2, and adding up, one realizes
that it now suffices to prove (vi) =⇒ (i). So suppose that (vi) holds, and let A be any
C∗-algebra. Choose a free group F such that there exists a surjective ∗-homomor-
phism π : C∗(F) → A. Then A is a quotient of C∗(F), and so it suffices to prove
that C∗(F) has the WEP. By Theorem 3.1.9 we get that C∗(F∞) ⊗max C

∗(F) =
C∗(F∞) ⊗min C

∗(F), since C∗(F∞) ⊗max C
∗(F∞) = C∗(F∞) ⊗min C

∗(F∞) by
assumption. According to Proposition 3.3.2, this precisely shows that C∗(F) has the
WEP, and so we have proved (vi) =⇒ (i).

Proposition 3.4.5. The hyperfinite II1-factor R is QWEP, and so are all tracial ul-
trapowers of it.

Proof. It follows from Proposition 2.3.9 that R is QWEP, since it contains an increas-
ing sequence of finite dimensional factors, whose union is weak operator dense in M
by definition being approximately finite. By Proposition 2.3.5, all ultrapowers of R
are QWEP.

Next thing, we state a deep theorem of Tomita-Takesaki theory (see [BO08, The-
orem 9.3.5 & Lemma 9.3.6] and references therein). We state without a reference to
Tomita-Takesaki theory, but formulate it as the exact statement we need.

Theorem 3.4.6. Every countably decomposable von Neumann algebra N embeds
into a semi-finite and countably decomposable von Neumann algebra M , in such a
way that there exists a conditional expectation from M onto N .

Now we prove the theorem, which relates the QWEP Conjecture to the Connes
Embedding Problem.

Theorem 3.4.7. The following conjectures are are equivalent:

(i) every von Neumann algebra II1-factor with separable predual embed into Rω ,
for some choice of free ultrafilter ω on N;

(ii) all C∗-algebras are QWEP.

Proof. First, note that from Proposition 3.4.5 we know that ultrapowers of Rω are
QWEP, and by Corollary 2.3.3 we get that finite von Neumann algebras that embeds
into ultrapowers of R are QWEP, as well.

Suppose first that every von Neumann algebra II1-factor with separable predual
embeds into Rω , for some choice of a free ultrafilter ω on N. We start by proving that
all von Neumann algebras are QWEP.

Assume that M is a finite von Neumann algebra with separable predual. By The-
orem A.1.5 we know that M embeds into a II1-factor with separable predual. The
latter embeds into an ultrapower of R by assumption, and is therefore QWEP, by the
first part of the proof. Hence all finite von Neumann algebras with separable predual
are QWEP.

Assume now that M is a finite and countably decomposable von Neumann alge-
bra. Let (Mα)α∈A be the net of finitely generated von Neumann subalgebras of M ,
directed by inclusion. Let α ∈ A. Clearly Mα is finite and countably decomposable,
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since M is finite and countably decomposable, and since Mα is also finitely gener-
ated, we get by Theorem 1.3.11 that Mα has separable predual. Hence, we know from
above, that Mα is QWEP. Clearly M =

⋃
α∈A Mα, since each x ∈ M generates a

finitely generated von Neumann subalgebra of M , so by Proposition 2.3.9 we get that
(
⋃
α∈A Mα)′′ = M ′′ = M is QWEP.
Suppose that M is a semi-finite and countably decomposable von Neumann alge-

bra. We know that all von Neumann subalgebras of M are countably decomposable,
since M is. From Proposition 1.2.6, we know that M is the strong operator closure
of an increasing union of finite von Neumann algebras. Since the latter are QWEP, we
get again by Proposition 2.3.9, that M is QWEP.

Suppose that M is a countably decomposable von Neumann algebra. By Theo-
rem 3.4.6 we know that M embeds into a semi-finite and countably decomposable
von Neumann algebra N , in such a way that there exists a conditional expectation
from N onto M . In particular, M is relatively weakly injective in N . We know
from above that N is QWEP since it is semi-finite, and so by Proposition 2.3.2 we
conclude that M is QWEP.

Last, assume that M is just any von Neumann algebra. By Proposition 1.3.7 M
is the strong operator closure of an increasing union of countably decomposable von
Neumann subalgebras, so since we by now know that these are QWEP, we get by
Proposition 2.3.9 that M is QWEP.

Now we have proved that all von Neumann algebras are QWEP, but this also shows
that all C∗-algebra are QWEP, since a C∗-algebra is QWEP if and only if its double
dual is QWEP, by Corollary 2.3.10.

This proves one implication, so let us prove the reverse one. Assume therefore that
all C∗-algebras are QWEP. In particular, C∗(F∞) is QWEP, and by Proposition 3.4.2
it also has the WEP. Let M be a II1-factor with separable predual, and let τ denote the
tracial state on M . By Theorem 1.3.11 and Proposition 3.1.3, we may choose some
∗-homomorphism π : C∗(F∞) → M , whose range is weak operator dense in M .
The linear functional τ ◦π is a trace on C∗(F∞). Choose some faithful representation
ρ : C∗(F∞)→ B(H) on a Hilbert space H, and consider the map φ : ρ(C∗(F∞))→
M defined by ρ(x) 7→ π(x), x ∈ C∗(F∞), which by the way is well-defined since ρ
is faithful. If we think of φ as a representation of ρ(C∗(F∞)) on a Hilbert space, then,
since C∗(F∞) has the WEP, this map extends to a contractive completely positive
map Φ: B(H) → M ′′ = M , by Theorem 3.3.1. Now, by construction τ ◦ Φ is a
state on B(H) satisfying τ ◦ Φ ◦ ρ = τ ◦ π, so by Corollary A.2.3 we get a trace-
preserving ∗-homomorphism from C∗(F∞) into Rω , for some free ultrafilter ω on
N. Let ψ denote this map, and let τω denote the trace on Rω . Now, define a map
ψ′ : π(C∗(F∞)) → Rω by π(x) 7→ ψ(x), and let us argue why this is well-defined.
We know that τω ◦ ψ = τ ◦ π, and therefore ψ′ is well-defined, since it preserves
a faithful trace. In particular, it is also injective, and it extends to an embedding
ψ̃ : M → Rω , since π(C∗(F∞)) is weak operator dense in M . This proves the
reverse implication.

At this point we have proved that an affirmative answer to the Connes Embedding
Problem is equivalent to the QWEP Conjecture. Thus concluding this chapter.



Chapter 4

Ultraproducts

There are several different notions of ultraproducts. In this thesis we will only consider
the metric ultraproduct of groups and the tracial ultraproduct of C∗-algebras. There
are two other notions of ultraproducts that are natural to mention, namely the algebraic
ultraproduct of groups and the metric ultraproduct of C∗-algebras. The construction
of these last two notions of ultraproducts are explained quickly as remarks the end of
section 4.1 and section 4.2, respectively.

4.1 Metric ultraproduct of groups

The metric ultraproduct of groups only makes sense for metric groups with bi-invari-
ant metrics, so we start by introducing these concepts.

Definition 4.1.1. A metric group is a group G together with a metric d on G. The
metric d is called bi-invariant if

d(gh, gk) = d(h, k) = d(hg, kg)

for all g, h, k ∈ G. J

All discrete groups are of course metric groups with the discrete metric, which is
also bi-invariant. Besides this, there are more interesting examples. One example that
will be of interest in this thesis is the finite rank unitary group U(n), n ∈ N, that is,
the unitary group of Mn. We equip U(n) with the Hilbert-Schmidt distance, which
is defined by

dHS(u, v) = ‖u− v‖2 = trn
(
(u− v)∗(u− v)

)
.

Clearly the Hilbert-Schmidt distance is bi-invariant on U(n).
Now, let us introduce the metric ultraproduct of groups. Suppose that (Gi)i∈I is a

family of metric groups with bi-invariant metrics. Let di and 1i denote the metric on
Gi and the neutral element in Gi, respectively. Fix some ultrafilter ω on I . Consider
the set

Nω =
{

(gi)i∈I ∈ `∞(I;Gi) : lim
i→ω

di(gi,1i) = 0
}
.

77
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Let us show that Nω is a normal subgroup of `∞(I;Gi). If (gi)i∈I , (hi)i∈I ∈ Nω ,
then using that di is bi-invariant for all i ∈ I , we get

lim
i→ω

di(gih
−1
i ,1i) ≤ lim

i→ω
di(gih

−1
i , h−1

i ) + di(h
−1
i ,1i)

= lim
i→ω

di(gi,1i) + di(1i, hi)

= 0.

Thus gh−1 ∈ Hω , which shows that Nω is a subgroup. Now if (gi)i∈I ∈ Nω and
(hi)i∈I ∈ `∞(I;Gi), then

lim
i→ω

di(higih
−1
i ,1i) = lim

i→ω
di(gi, h

−1
i hi) = lim

i→ω
di(gi,1i) = 0.

which shows that hgh−1 ∈ Nω , so Nω is a normal subgroup.

Definition 4.1.2. With the notation above, the quotient of `∞(I;Gi) by the normal
subgroup Nω is called the metric ultraproduct of the groups (Gi)i∈I , and it is de-
noted by

∏ω
i∈I Gi. In the case when Gi = G for all i ∈ I and some fixed metric

group G, the ultraproduct
∏ω
i∈I Gi is called the ultrapower, and it is denoted by Gω .

J

Proposition 4.1.3. The metric ultraproduct
∏ω
i∈I Gi, of a family of metric groups

(Gi)i∈I with bi-invariant metrics is a metric group equipped with the bi-invariant
metric dω defined by

dω
(
[(gi)i∈I ], [(hi)i∈I ]

)
= lim
i→ω

di(gi, hi),

for all [(gi)i∈I ], [(hi)i∈I ] ∈
∏ω
i∈I Gi, where di denotes the metric on Gi, i ∈ I .

Proof. First let us show that dω is well-defined. Suppose that (gi)i∈I , (hi)i∈I ∈
`∞(I;Gi) and (ni)i∈I ∈ Nω , then we need to show that

lim
i→ω

di(gi, hi) = lim
i→ω

di(gi, hini) = lim
i→ω

di(gini, hi).

It suffices to prove the first equality, since the second follows from the first by re-
placing (ni)i∈I with (n−1

i )i∈I and using that di is bi-invariant for all i ∈ I . Since
(ni)i∈I ∈ Nω we have limi→ω di(ni,1i) = 0 and therefore

lim
i→ω

di(gi, hini) ≤ lim
i→ω

di(gi, hi) + di(hi, hini)

= lim
i→ω

di(gi, hi) + di(ni,1i) = lim
i→ω

di(gi, hi).

Now, since also (n−1
i )i∈I is in Nω , the same argument shows that

lim
i→ω

di(gi, hi) = lim
i→ω

di(gi, hinin
−1
i ) ≤ lim

i→ω
di(gi, hini).

Thus dω is well-defined. The fact that dω is a bi-invariant metric follows simply from
the fact that di is a bi-invariant metric for each i ∈ I .

Unless otherwise specified, when
∏ω
i∈I Gi is referred to as a metric group, dω is

the metric in question.
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It is straightforward to check that if ω is a principal ultrafilter, based at i say, then∏ω
i∈I Gi is isometrically isomorphic to Gi. Thus, the case when ω is principal is not

that interesting.
If we are given two families (Gi)i∈I and (Hi)i∈I of metric groups with bi-inva-

riant metrics such that Gi is isometrically isomorphic to Hi for all i ∈ I—in fact, it
only need to be the case for all i in some set F ∈ ω—then it is not difficult to see
that

∏ω
i∈I Gi is isometrically isomorphic to

∏ω
i∈I Hi. More generally, under certain

conditions one can obtain a group homomorphism between metric ultraproducts, if
one has a family of group homomorphisms between the groups. Some sufficient con-
ditions are specified in the following proposition, which is straightforward to check:

Proposition 4.1.4. Let I is an index set and ω an ultrafilter on I . Suppose for each
i ∈ I that (Gi, dGi) and (Hi, dHi) are metric groups and πi : Gi → Hi a group
homomorphism. If there exists a bounded set (Ci)i∈I of non-negative real numbers
such that dHi(πi(gi), πi(g

′
i)) ≤ Ci · dGi(gi, g′i) for each gi, g′i ∈ Gi and i ∈ I then

the map
∏ω
i∈I Gi →

∏ω
i∈I Hi defined by [(gi)i∈I ] 7→ [(πi(gi))i∈I ], is a well-defined

homomorphism. If, in addition, there exists a bounded set (ci)i∈I of non-negative
real numbers such that dGi(gi, g

′
i) ≤ ci · dHi(πi(gi), πi(g′i)) for each i ∈ I and

gi, g
′
i ∈ Gi, then the given map is injective.
In fact the maps (πi)i∈I need not be homomorphisms, but just asymptotically mul-

tiplicative and unital in the sence that limi→ω dHi(πi(gig
′
i), πi(gi)πi(g

′
i)) = 0 and

limi→I dHi(πi(1Gi),1Hi) = 0 for all [(gi)i∈I ], [(g
′
i)i∈I ] ∈

∏ω
i∈I Gi.

Remark 4.1.5. So this was the basics on the metric ultraproduct of groups. There is
also a construction called the algebraic ultraproduct of groups. Let us just quickly go
through how this construction is done.

Suppose that we are given a family of groups (Gi)i∈I and an ultrafilter ω on I .
Let G denote the direct sum

∏
i∈I Gi, and let N denote the subset of G given by

N =
{

(gi)i∈I ∈
∏
i∈I

Gi : {i ∈ I : gi = 1Gi} ∈ ω
}
.

Clearly N is a normal subgroup of G, and the quotient G/N is called the algebraic
ultraproduct of the groups (Gi)i∈I . It is not hard to realize that the algebraic ultra-
product of the groups (Gi)i∈I is just the metric ultraproduct

∏ω
i∈I Gi when each Gi

us equipped with the discrete metric. J

4.2 Tracial ultraproduct of C∗-algebras

Suppose that we are given an index set I and an ultrafilter ω on I . Suppose also that
we are given a family of C∗-algebras (Ai)i∈I and for each i ∈ I a trace τi is on Ai.
Further, for each i ∈ I we let ‖ · ‖τi denote the trace semi-norm onAi associated with
τi. It is straightforward to check that the set τ((xi)i∈I) = limi→ω τi(xi) defines a
trace on A, which is well-defined since ω is an ultrafilter. Moreover

I =
{

(xi)i∈I ∈ A : lim
i→ω
‖xi‖τi = 0

}
is a closed two-sided ideal in A. The quotient A/I is of course a C∗-algebra, and τ
induces a faithful trace τω onA/I given by τω([(xi)i∈I ]) = τ((xi)i∈I). Let (π,H, ξ)
denote the GNS representation of A/I corresponding to τω
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Definition 4.2.1. With the notation above, the imageC∗-algebra π(A/I) is called the
tracial ultraproduct of the C∗-algebras, and it is denoted by

∏ω
i∈I Ai. In the case

when Ai = A, for all i ∈ I , and some fixed C∗-algebra A, the ultraproduct
∏ω
i∈I A

is called the tracial ultrapower of A, and it is denoted by Aω . J

In the following, when considering tracial ultraproducts, we will not distinguish
between A/I and π(A/I), and therefore omit the representation π.

As in the case of metric ultraproduct of groups, the construction of the tracial ul-
traproduct is quite simple, but in contrast to the metric ultraproduct of groups, there is
a lot of work left. Namely, because the main reason for using the tracial ultraproduct,
as opposed to the metric ultraproduct of C∗-algebras explained in Remark 4.2.9, is
that in many cases the tracial ultraproduct turns out to be a von Neumann algebra.
Before we are ready to prove this, we need an intermediate result characterizing von
Neumann algebras, see Corollary 4.2.3.

The proof of the following theorem is taken from [Haa91, Proposition 3.10] in
which Uffe Haagerup proves a more general result in the setting of C∗-algebras with
quasi-traces.

Theorem 4.2.2. Suppose that M is a von Neumann algebra with a faithful normal
tracial state τ . Then the closed unit ball M1 of M is complete in the norm induced
by τ .

Proof. Let us start by showing that the unitary group U(M ) is complete in the trace
norm, which we denote by ‖·‖2. So let (un)n∈N be a Cauchy sequence of unitaries (in
the trace norm). It suffices to prove that this sequence has a convergent subsequence,
so by passing to a subsequence we can ensure that ‖un − un+1‖2 < 4−n. Let en
denote the projection 1[0,2−n](|un − un+1|), then ‖(un − un+1)en‖ ≤ 2−n since
sup{|z1[0,2−n](|z|)| : z ∈ C} = 2−n. Likewise ‖1 − en‖ ≤ 2n‖un − un+1‖ since
1− 1[0,2−n](|z|) ≤ 2n|z| for all z ∈ C. In particular

τ(1− en) ≤ 2nτ(|un − un+1|) = 2n‖1‖2‖un − un+1‖2 < 2−n

for all n ∈ N. Now fix n ∈ N, and let fn denote the greatest lower bound of the
projections en, en+1, en+2, . . ., that is, fn =

∧
k≥n ek. Then 1− fn is the least upper

bound of the projections 1− en,1− en+1,1− en+2, . . ., so since τ is normal we get

τ(1− fn) = sup
k≥n

τ(1− ek) ≤
∑
k≥n

τ(1− ek) <
∑
k≥n

2−k = 21−n.

Now for all k ≥ n we have that fn ≤ ek, so

(uk − uk+1)fn(uk − uk+1)∗ ≤ (uk − uk+1)ek(uk − uk+1)∗.

This shows that ‖(uk − uk+1)fn‖ ≤ ‖(uk − uk+1)ek‖ < 2−k. Hence the sum∑∞
k=n(uk−uk+1)fn is absolutely convergent. In particular it is convergent, and so the

sequence ukfn has a limit as k →∞ in the norm topology. Let vn = limk→∞ ukfn.
Since v∗nvn = limk→∞ fnu

∗
kukfn = fn we know that vn is a partial isometry. We

denote the projection vnv∗n by qn. Let v0 = f0 = q0 = 0. Clearly f0 ≤ f1 ≤ f2 ≤
. . ., so for n,m ∈ Z with n ≥ m ≥ 0 we have

vnfm = lim
k→∞

ukfnfm = lim
k→∞

ukfm = vm.
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From this it follows that q1 ≤ q2 ≤ q3 ≤ . . ., since qm = vmv
∗
m = vnfmv

∗
n ≤

vnfnv
∗
n = qn when m ≤ n. We also have for n,m ≥ 0 that

v∗nvm = lim
k→∞

fnu
∗
kukfm = fnfm = fmin{n,m}

and in the same way that vnv∗m = qmin{n,m}. From this it follows that with wn =
vn−vn−1 we havew∗nwn = fn−fn−1 andwnw∗n = qn−qn−1 for all n ≥ 1. Thus the
projections fn−fn−1 and qn− qn−1 are Murray-von Neumann equivalent for all n ∈
N. By [KR86, Proposition 6.2.2] and proof hereof the projections

∑∞
n=1(fn − fn−1)

and
∑∞
n=1(qn − qn−1) are Murray-von Neumann equivalent, and the sum

∑∞
n=1 wn

is strong operator convergent to a partial isometry w with w∗w =
∑∞
n=1(fn − fn−1)

and ww∗ =
∑∞
n=1(qn− qn−1). Then 1−w∗w is the strong operator limit as n→∞

of the sequence 1−
∑k
n=1(fn − fn−1) = 1− fn. Since τ is normal, it follows that

τ(1− w∗w) = lim
n→∞

τ(1− fn) ≤ lim
n→∞

21−n = 0.

Thus w∗w = 1 since τ is faithful, and likewise, ww∗ = 1 since τ(1−ww∗) = τ(1−
w∗w) = 0, so w is a unitary. Because the product is strong operator continuous in
each variable separately it follows thatw(fn−fn−1) = wn, for each n ∈ N, and since
vn =

∑n
k=1 wk we get that vn =

∑n
k=1 w(fk−fk−1) = wfn. Hence by definition of

vn we get limk→∞ ‖(uk−w)fn‖ = 0, and in particular limk→∞ ‖(uk−w)fn‖2 = 0.
Now it follows that

‖uk − w‖2 ≤ ‖(uk − w)fn‖2 + ‖(uk − w)(1− fn)‖2
≤ ‖(uk − w)fn‖2 + 2‖1− fn‖2
< ‖(uk − w)fn‖2 + 22−n,

for all n ∈ N, and therefore that limk→∞ ‖uk − w‖2 ≤ 22−n, for all n ∈ N. Thus
limk→∞ ‖uk − w‖2 = 0, which shows that U(M ) is complete in the trace norm.

Now let us prove that the set (Msa)1 of self-adjoint elements in M of norm less
than or equal to 1 is also complete in the trace norm. So suppose that (xn)n∈N is
a Cauchy sequence in (Msa)1 with respect to the trace norm. For n ∈ N let un
denote the Cayley transform of xn, that is, un = (xn + i1)(xn − i1)−1. Since xn
is self-adjoint, the continuous functional calculus tells us that ‖(xn − i1)−1‖ ≤ 1
for each n ∈ N, and in particular ‖(xn − i1)−1‖2 ≤ 1 for each n ∈ N. Thus
‖un − um‖2 ≤ 2‖xm − xn‖2 for each n,m ∈ N since

un − um = 2(xn − i1)−1(xm − xn)(xm − i1)−1.

This shows that (un)n∈N is a Cauchy sequence as well, with respect to the trace norm,
that is. Let u denote the limit of this sequence, which exists by the previous part of the
proof. By the spectral mapping theorem we know that σ(un) ⊆ {z ∈ T : Re z ≤ 0},
since σ(xn) ⊆ [−1, 1]. Because

{z ∈ T : Re z ≤ 0} = {z ∈ T : |1 + z| ≤
√

2}

we get by the spectral mapping theorem that ‖1 + un‖ ≤
√

2 for all n ∈ N, so since
the closed balls is also closed in the trace norm, we get ‖1 + u‖ ≤

√
2. Thus it

follows from the equality above that σ(u) ⊆ {z ∈ T : Re z ≤ 0}, and so ‖(u −
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1)−1‖ ≤ (
√

2)−1. Now if we let x denote the inverse Cayley transform of u, that is
x = i(u+ 1)(u− 1)−1, then since

xn − x = 2i(un − 1)−1(u− un)(u− 1)−1.

we get that ‖xn − x‖2 ≤ ‖u − un‖2. Thus xn → x as n → ∞ in the trace norm.
Clearly ‖x‖2 ≤ 1 since the closed unit ball of M is closed and ‖xn‖ ≤ 1 for all
n ∈ N. Thus we have proved the completeness of (Msa)1.

Now suppose that (yn)n∈N is a Cauchy sequence in (M )1 with respect to the
trace norm. Then it is straight forward to check that Re yn and Im yn are both Cauchy
sequences in (M )1 with respect to the trace norm, and hence convergent to some
elements a and b in (Msa)1, respectively. Since yn = Re yn + i Im yn we get that
(yn)n∈N is convergent with limit y = a + ib. Clearly y ∈ (M )1, and so this proves
completeness of the closed unit ball.

It is worth pointing out, that in the process of proving the completeness of the
closed unit ball in the above result, we actually proved completeness of both the set
unitary elements and the set of self-adjoint elements of norm less than or equal to one.
The converse of this theorem is also true, as shown by the corollary:

Corollary 4.2.3. Suppose that H is a Hilbert space and A ⊆ B(H) a C∗-algebra
containing the unit and equipped with a normal tracial state τ . Then A is a von
Neumann algebra if and only if the closed unit ball of A is complete in the norm
induced by τ .

Proof. Assume that the closed unit ball of A is complete in the norm induced by τ .
Let M denote the weak operator closure of A in B(H), and extend τ to a faithful
normal tracial state τ̃ on M . Suppose that (xα)α∈A is a net in the closed unit ball
of A, which is strong operator convergent to some x ∈ B(H). Then x ∈ M , and
since τ is strong operator continuous, we get that ‖x − xα‖τ̃ converges to zero as α
runs through A. In particular (xα)α∈A is a Cauchy net in the closed unit ball of A
with respect to the norm induced by τ . Thus by assumption the net is convergent in
the closed unit ball of A, and of course the limit must necessarily be x. This shows
that the closed unit ball of A is strong operator closed, so A must be a von Neumann
algebra (see [Zhu93, Corollary 19.6]).

With this characterization of von Neumann algebras we are now ready to prove
that the ultraproduct of von Neumann algebras with faithful normal tracial states is a
von Neumann algebra. The proof is again taken from [Haa91], wherein a more general
result in the setting of C∗-algebras with quasi-traces is established.

Theorem 4.2.4. Suppose that (Mi)i∈I is a family of von Neumann algebras with
normal faithful tracial states (τi)i∈I and that ω is a free ultrafilter on I . Then the
tracial ultraproduct

∏ω
i∈I Mi is a von Neumann algebra.

Proof. By Corollary 4.2.3 it suffices to show that the closed unit ball of the ultra-
product is complete in the trace norm. Suppose that (xn)n∈N is a Cauchy sequence
in the closed unit ball of

∏ω
i∈I Mi with respect to the trace norm. Since we want

to show that the sequence is convergent, it suffices to show that it has a convergent
subsequence. Thus we may assume that ‖xn− xn+1‖2 < 2−n, for all n ≥ 1. Choose
x

(i)
n ∈ Mi with ‖x(i)

n ‖ ≤ 2 for each i ∈ I and n ∈ N so that xn = [(x
(i)
n )i∈I ] for

all n ∈ N. This is possible since the quotient map `∞(I; Mi) →
∏ω
i∈I Mi maps the
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open ball with center 0 and radius 2 of `∞(I; Mi) onto the open ball with center 0
and radius 2 of

∏ω
i∈I Mi by Proposition 1.4.3. By assumption, the set

Fn = {i ∈ I : ‖x(i)
k − x

(i)
k+1‖2 < 2−k, k = 1, 2, . . . , n}

is in ω for each n ∈ N. Let F0 = I and F =
⋂∞
k=0 Fk. Then clearly

F0 ⊇ F1 ⊇ · · · ⊇ Fn ⊇ · · · ⊇ F.

It follows that I is the disjoint union of the sets Fn \ Fn+1, n ∈ N and F . Suppose
that i ∈ I \ F , then there exists some k ≥ 0 such that i ∈ Fk \ Fk+1. Set x(i) = x

(i)
n .

For i ∈ F we have ‖x(i)
n − x(i)

n+1‖2 < 2−n, for each n ∈ N, so (x
(i)
n )n∈N is a Cauchy

sequence in the closed unit ball of Mi with respect to the trace norm on Mi. Thus, by
Theorem 4.2.2, the sequence is convergent. Let x(i) denote the limit, and notice that
that

‖x(i)
n − x(i)‖2 =

∥∥∥ ∞∑
k=n

x
(i)
k − x

(i)
k+1

∥∥∥
2
≤
∞∑
k=n

‖x(i)
k − x

(i)
k+1‖2 <

∞∑
k=n

2−k = 21−n

for each n ∈ N.
Let x = [(x(i))i∈I ], then x ∈

∏ω
i∈I Mi since supi∈I ‖x(i)‖ ≤ 2. Now fix some

n ∈ N. Let i ∈ Fn. If i ∈ F , then from above we know that ‖x(i)
n − x(i)‖2 <

21−n. If i /∈ F , then there exists some k ≥ n with i ∈ Fk \ Fk+1. If k = n, then
‖x(i)

n − x(i)‖2 = ‖x(i)
n − x(i)

n ‖2 = 0. If k > n, then

‖x(i)
n − x

(i)
k ‖2 =

∥∥∥ k−1∑
m=n

x(i)
m − x

(i)
m+1

∥∥∥
2
≤

k∑
m=n

‖x(i)
m − x

(i)
m+1‖2 <

k−1∑
m=n

1

2m
< 21−n

So in any case ‖x(i)
n − x(i)‖2 < 21−n for all i ∈ Fn. Since Fn ∈ ω this shows that

‖xn − x‖2 ≤ 21−n, and so we conclude that xn → x as n → ∞ in the trace norm.
Now the completeness of the closed unit ball of the tracial ultraproduct is proved, and
therefore it must be a von Neumann algebra by Corollary 4.2.3.

Remark 4.2.5. A more careful analysis of the proof above shows that, essentially
with the same arguments, one can obtain a more general result provided that one
puts some restrictions on the ultrafilter ω. More precisely, one can prove that the
ultraproduct of tracial C∗-algebras is a von Neumann algebra, by putting some extra
restriction on the ultrafilter. Indeed, note that the only time we used the fact that Mi

is a von Neumann algebra and that the trace τi is faithful and normal, i ∈ I , was when
applying Theorem 4.2.2 in the proof. An appropriate restriction on the ultrafilter can
make this step superfluous. Namely, consider a free ultrafilter ω on I , which contains
a countable family of sets (Ek)k∈N, such that

⋂∞
n=1En = ∅. We may assume that this

sequence of sets is decreasing, by replacing En with the intersection of E1, . . . , En,
for each n ∈ N, and we may also assume that E1 = I . By replacing the set Fk in the
proof by the set F ′k = Fk∩Ek we get a new sequence of sets, with the same properties
as the original sequence, but now with ∩∞k=1F

′
k empty. This makes the part of the

proof, which deals with indices in F , and therefore also the use of Theorem 4.2.2,
superfluous. This idea of putting a restriction on the ultrafilter is taken from the paper
[HL09] of Don Hadwin and Weihua Li.

Note that if the index set I is countable, say I = N, then all free ultrafilters ω on I
satisfy this condition. More precisely, ω must contain the setsEk = {n ∈ N : n ≥ k},
k ∈ N, since they have finite complement. J
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Naturally, the next thing we are interested in is determining under what conditions
the tracial ultraproduct of von Neumann algebras is a factor, and in such cases, which
type of factor it actually is. Before we get to this we need a few intermediate result.

Proposition 4.2.6. Suppose that (Mi)i∈I is a family of von Neumann algebras with
normal faithful tracial states (τi)i∈I and that ω is a free ultrafilter on I . Then each
projection in

∏ω
i∈I Mi lifts to a projection in `∞(I; Mi).

Proof. Suppose that p is a projection in
∏ω
i∈I Mi, and let (xi)i∈I be a positive lift of

p. For each i ∈ I let qi = 1[ 12 ,∞)(xi), and let q = [(qi)i∈I ]. Our goal is to prove that
p = [q]. Since 2−1qi ≤ xi and ‖(1i − qi)xi)‖i ≤ 2−1, for each i ∈ I , it follows that

1

2
[q] ≤ p and ‖(1− [q])p‖ ≤ 1

2
.

Since the square root of positive elements is order preserving, see [KR83, Proposi-
tion 4.2.8], we obtain that 2−1/2[q] ≤ p, and iterating this, we obtain 2−1/2n [q] ≤ p
for all n ∈ N. Hence [q] ≤ p. This shows that p− [q] = (1− [q])p is a projection, so
since we know that it has norm less than 2−1, we conclude that p = [q].

Lemma 4.2.7. A von Neumann algebra M with a faithful tracial state τ is a factor
if and only if, for each non-zero projection p in M with τ(p) ≤ 2−1, there exists a
projection q in M equivalent to p such that q ≤ 1− p.

Proof. Suppose that M is a factor, and p a non-zero projection. Since M is a factor,
we deduce that either p is equivalent to a projection below 1−p, or 1−p is equivalent
to a projection below p, see [Zhu93, Corollary 25.5]. If the trace of p is strictly less
than 2−1, then the latter cannot be the case, and we conclude that there exists some
projection q ≤ 1− p which is equivalent to p. If the trace of p is equal to 2−1, then p
and 1− p are equivalent, so we may choose q = 1− p.

Now suppose that M is not a factor, and let p be a non-trivial central projection in
M . By interchanging p and 1− p we can assume that p has trace less than or equal to
2−1. Now suppose that q is a projection in M which is equivalent to p. Let v ∈ M
be a partial isometry such that v∗v = p and vv∗ = q. Now since p is the support
projection for v and it is central, we see that q = vv∗ = vp2v∗ = pvv∗p ≤ p. This
shows that p is not equivalent to a projection below 1− p.

We already know that if the tracial ultraproduct is a von Neumann algebra, then
it is a finite von Neumann algebra, since it possesses a faithful trace. The next theo-
rem states that if sufficiently many of the terms in the ultraproduct are von Neumann
algebra factors, then the ultraproduct is a factor.

Theorem 4.2.8. Suppose that (Mi)i∈I is a family of von Neumann algebras with
faithful normal tracial states (τi)i∈I and that ω is a free ultrafilter on I . If the set
{i ∈ I : Mi ∩M ′

i = C1i} is in ω, then the tracial ultraproduct
∏ω
i∈I Mi is a finite

factor. Moreover,

(i) the tracial ultraproduct
∏ω
i∈I Mi is a II1-factor if and only if the set {i ∈ I :

dim M ≥ k2} is in ω for all k ∈ N;

(ii) the tracial ultraproduct
∏ω
i∈I Mi is a In-factor if and only if the set {i ∈ I :

dim Mi = n2} is in ω.
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Proof. Let F denote the set {i ∈ I : Mi ∩M ′
i = C1i}, and assume that F ∈ ω. Let

p be a non-zero projection in M with τω(p) ≤ 2−1. By Proposition 4.2.6 we can find
lift p to a projection (pi)i∈I in `∞(I; Mi). By interchanging p with 1− p and pi with
1i − pi, for each i ∈ I , we may assume that the set A = {i ∈ I : τi(pi) ≤ 2−1} is
in ω. For each i ∈ A ∩ F we can choose a projection qi ∈Mi and a partial isometry
vi ∈Mi satisfying

v∗i vi = pi, viv
∗
i = qi and qi ≤ 1− pi,

by Lemma 4.2.7. For each i ∈ I \ (A ∩ F ), let qi = vi = 0. Now, since A ∩ F ∈ ω,
we obtain that q = [(qi)i∈I ] is a projection in

∏ω
i∈I Mi. By setting v = [(vi)i∈I ] we

get

v∗v = p, vv∗ = q and q ≤ 1− p.

Thus, by Lemma 4.2.7 we conclude that
∏ω
i∈I Mi is a factor.

Suppose that n ∈ N. Let Dn denote the set {i ∈ I : dim Mi ≥ n2}, and
assume that Dn ∈ ω. Let i ∈ F ∩ Dn. By dimension considerations, we see that
Mi is a II1-factor or a Ik-factor, for some k ≥ n. In either case we can choose
orthogonal projections p(i)

1 , p
(i)
2 , . . . , p

(i)
k in Mi with trace greater than or equal to 1

2n .
For each i ∈ I \ (F ∩ Dn), let p(i)

1 = p
(i)
2 = . . . = p

(i)
k = 0. Let pj = [(p

(i)
j )i∈I ],

for j = 1, 2, . . . , n. Since F ∩ Dn ∈ ω, we get that p1, p2, . . . , pn are orthogonal
projections with trace greater than or equal to (2n)−1. Thus

∏ω
i∈I Mi cannot be of

type Ik for k < n.
If Dk is in ω for all k ∈ N, then by the previous part

∏ω
i∈I Mi cannot be of type

In for n all n ∈ N. Hence
∏ω
i∈I Mi is of type II1. Now, if this is not the case, then

since

I = D1 ⊆ D2 ⊆ D3 ⊆ · · · ⊆ Dk ⊆ Dk+1 ⊆ · · ·

and ω is a filter, this means that there exist some k ∈ N such that Dk ∈ ω, but
Dk+1 /∈ ω. Since ω is an ultrafilter, we conclude that

{i ∈ I : dim Mi = k2} = Dk ∩ (I \Dk+1)

is in ω. Now, if p is a non-zero projection in
∏ω
i∈I Mi, then by Proposition 4.2.6 we

can lift p to a projection (pi)i∈I in `∞(I; Mi). For each i ∈ Dk ∩ (I \ Dk+1) the
trace of a projection in Mi is a multiple of 1

k . Since the set

{i ∈ I : dim Mi = k2, pi 6= 0}

is in ω as p is non-zero, we conclude that τω(p) must be greater than or equal to 1
k .

Thus every non-zero projection in
∏ω
i∈I Mi has trace greater than or equal to 1

k . In
particular

∏ω
i∈I Mi cannot be either a II1-factor or a In-factor for n > k, since these

all contain non-zero projections of trace strictly less than 1
k . On the other hand, we

know that Dk ∈ ω so by the previous part,
∏ω
i∈I Mi cannot be a In-factor for n < k.

Thus we conclude that
∏ω
i∈I Mi must be a Ik-factor.

To summarize, we have proved that if the set {i ∈ I : dim M ≥ k2} is not in ω
for all k ∈ N, then there exists some n ∈ N such that the set {i ∈ I : dim M = n2}
is in ω. Clearly this goes both ways, that is, if there exists some n ∈ N such that the
set {i ∈ I : dim M = n2} is in ω, then the set {i ∈ I : dim M ≥ k2} is not in ω, for
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all k ∈ N. Hence the conditions that the set {i ∈ I : dim M ≥ k2} is not in ω, for
all k ∈ N and the condition that {i ∈ I : dim M = n2} is in ω, for some n ∈ N, are
mutually exclusive and represent all possibilities. In the former case we found that the
tracial ultraproduct

∏ω
i∈I Mi is a II1-factor, and in the latter case we found that the

tracial ultraproduct
∏ω
i∈I Mi is a In-factor. Thus the proof is complete.

Remark 4.2.9. As mentioned in the beginning of this chapter, there is also another
notion of ultraproduct for C∗-algebras, the so-called metric ultraproduct. We briefly
explain its construction.

Suppose that (Ai)i∈I is a family of C ∗-algebras. Let ‖ · ‖i denote the norm on
Ai for each i ∈ I . The set

J =
{

(xi)i∈I ∈ `∞(I;Ai) : lim
i→ω
‖xi‖i = 0

}
is a closed two-sided ideal in the C∗-algebra `∞(I;Ai). The quotient of `∞(I;Ai)
by the ideal J is therefore a C∗-algebra and it is called the metric ultraproduct of
the C∗-algebras. This ultraproduct will not be used in this thesis, so every reference
to ultraproducts of C∗-algebra will be to the tracial ultraproduct. J

4.3 Tensor product ultrafilter—ultraproducts of ultraproducts

Definition 4.3.1. Suppose that ω and ν are filters on the sets I and J , respectively.
Let ω ⊗ ν denote the set of subsets U ⊆ I × J such that{

i ∈ I : {j ∈ J : (i, j) ∈ U} ∈ ν
}
∈ ω.

This set ω ⊗ ν is called the tensor product of the filters ω and ν.

Proposition 4.3.2. Suppose that ω and ν are filters on I and J , respectively. Then
their tensor product ω ⊗ ν is a filter. Moreover, if ω and ν are both ultrafilters, then
ω ⊗ ν is again an ultrafilter, and ω ⊗ ν is free if and only if either ω or ν is free.

Proof. Let us start by proving that the tensor product is a filter. Suppose that U, V ∈
ω ⊗ ν. For each i ∈ I we have {j ∈ J : (i, j) ∈ U ∩ V } = {j ∈ J : (i, j) ∈
U} ∩ {j ∈ J : (i, j) ∈ V }, so {j ∈ J : (i, j) ∈ U ∩ V } ∈ ν if and only if both
{j ∈ J : (i, j) ∈ U} ∈ ν and {j ∈ J : (i, j) ∈ V } ∈ ν. From this it follows that{
i ∈ I : {j ∈ J : (i, j) ∈ U ∩ V } ∈ ν

}
=
{
i ∈ I : {j ∈ J : (i, j) ∈ U} ∈ ν

}
∩
{
i ∈ I : {j ∈ J : (i, j) ∈ V } ∈ ν

}
Since by assumption the two sets on the right hand side both belong to ω, the set on
the left hand side belongs to ω, as well. This shows that U ∩ V ∈ ω ⊗ ν. Suppose
now that U ∈ ω ⊗ ν, and V ⊆ I × J with U ⊆ V . Since{

i ∈ I : {j ∈ J : (i, j) ∈ U} ∈ ν
}
⊆
{
i ∈ I : {j ∈ J : (i, j) ∈ V } ∈ ν

}
,

and ω is a filter, we deduce that the set on the right hand side is in ω, so V ∈ ω ⊗ ν.
Last, we observe that the empty set is not in ω⊗ν and that ω⊗ν is non-empty, which
is clear since I × J ∈ ω ⊗ ν.
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Now suppose that ω and ν are both ultrafilters, and let us show that ω ⊗ ν is also
an ultrafilter. Suppose that A ⊆ I × J with A /∈ ω ⊗ ν. Let B = (I × J) \ A. Since
ω is an ultrafilter and A /∈ ω ⊗ ν, we know that

C :=
{
i ∈ I : {j ∈ J : (i, j) ∈ A} /∈ ν

}
∈ ω

since C is the complement of
{
i ∈ I : {j ∈ J : (i, j) ∈ A} ∈ ν

}
in I × J . Now

if i ∈ C then {j ∈ J : (i, j) ∈ A} /∈ ν, so since ν is an ultrafilter we conclude that
{j ∈ J : (i, j) ∈ B} ∈ ν. Thus{

i ∈ I : {j ∈ J : (i, j) ∈ B} ∈ ν
}
⊇ C ∈ ω.

This proves that B ∈ ω ⊗ ν, and therefore ω ⊗ ν is an ultrafilter.
Let us show that ω ⊗ ν is free if and only if either ω or ν is free. Assume say, that

ω is free. For each U ∈ ω, we have U × J ∈ ω ⊗ ν, so⋂
F∈ω⊗ν

F ⊆
⋂
U∈ω

(U × J) =
( ⋂
U∈ω

U
)
× J = ∅ × J = ∅.

Hence ω⊗ ν is free. A similar arguments applies when ν is free. Suppose instead that
both ω and ν are principal, based at i0 ∈ I and j0 ∈ J , respectively. The claim is then
that ω⊗ ν is principal, based at (i0, j0). Suppose that A ∈ ω⊗ ν. Since ω is principal
based at i0, we get that i0 ∈

{
i ∈ I : {j ∈ J : (i, j) ∈ A} ∈ ν

}
. So, in particular,

{j ∈ J : (i0, j) ∈ A} ∈ ν. Thus (i0, j0) ∈ A, and we have proved that ω ⊗ ν is
principal.

Proposition 4.3.3. Suppose that X is a Hausdorff topological space and let ω and ν
filters on I and J , respectively. Suppose that we are given xi,j ∈ X for each i ∈ I
and j ∈ J so that limi→ω(limj→ν xi,j) exists. Then lim(i,j)→ω⊗ν xi,j exists and

lim
(i,j)→ω⊗ν

xi,j = lim
i→ω

lim
j→ν

xi,j

Proof. For each i ∈ I , let xi denote the limit of (xi,j)j∈J along ν, and let x denote
the limit of (xi)i∈I along ω. Suppose that U ⊂ X is an open neighbourhood of x in
X. Since limi→ω x

i = x, we deduce that A = {i ∈ I : xi ∈ U} ∈ ω. Now, for each
i ∈ A, we know that xi ∈ U and limj→ν xi,j = xi, so Bi = {j ∈ J : xi,j ∈ U} ∈ ν.
Set F =

⋃
i∈A{i} × Bi. If we show that F ∈ ω ⊗ ν, then since U was an arbitrary

open neighbourhood of x in X we have proved that lim(i,j)→ω⊗ν xi,j = x. Note that,
for i ∈ I \A, {j ∈ J : (i, j) ∈ F} = ∅ /∈ ν, while for i ∈ A, {j ∈ J : (i, j) ∈ F} =
Bi ∈ ν. Thus {j ∈ J : (i, j) ∈ F} ∈ ν if and only if i ∈ A. It now follows that{

i ∈ I : {j ∈ J : (i, j) ∈ F} ∈ ν
}

= A ∈ ω,

which by the definition of the tensor product ultrafilter means that F ∈ ω ⊗ ν.

Proposition 4.3.4. Suppose that ω and ν are ultrafilters on I and J , respectively. For
each i ∈ I and j ∈ J let (Gi,j , di,j) be a metric group. Then there is a canonical
isometric isomorphism of metric groups∏ω

i∈I

(∏ν
j∈J Gi,j

)
∼=
∏ω⊗ν

(i,j)∈I×J Gi,j
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Proof. Let ϕ :
∏ω
i∈I

(∏ν
j∈J Gi,j

)
→

∏ω⊗ν
(i,j)∈I×J Gi,j denote the map given by

[([(gi,j)j∈J ])i∈I ] 7→ [(gi,j)(i,j)∈I×J ]. For each i ∈ I , let di,ν denote the metric
on
∏ν
j∈J Gi,j , let dω,ν denote the metric on

∏ω
i∈I
(∏ν

j∈J Gi,j
)

and let dω⊗ν de-
note the metric on

∏ω⊗ν
(i,j)∈I×J Gi,j . Suppose that g, h ∈

∏ω
i∈I
(∏ν

j∈J Gi,j
)

and
write g = [([(gi,j)j∈J ])i∈I ] and h = [([(hi,j)j∈J ])i∈I ] for some gi,j , hi,j ∈ Gi,j ,
(i, j) ∈ I × J . Now, by Proposition 4.3.3 we get

dω,ν(g, h) = lim
i→ω

di,ν
(
[(gi,j)j∈J ], [(hi,j)j∈J ]

)
= lim
i→ω

lim
j→ν

di,j(gi,j , hi,j)

= lim
(i,j)→ω⊗ν

di,j(gi,j , hi,j)

= dω⊗ν
(
[(gi,j)(i,j)∈I×J ], [(hi,j)(i,j)∈I×J ]

)
which precisely shows that ϕ is isometric. This, in particular, implies that ϕ is well-
defined and isometric. Clearly ϕ is also surjective, hence ϕ is an isometric isomor-
phism of metric groups.

Proposition 4.3.5. Suppose that ω and ν are ultrafilters on I and J , respectively.
For each i ∈ I and j ∈ J , let (Ai,j , τi,j) be a tracial C∗-algebra. Then there is a
canonical ∗-isomorphism∏ω

i∈I

(∏ν
j∈J Ai,j

)
∼=
∏ω⊗ν

(i,j)∈I×J Ai,j

Proof. The argument is almost identical to the one in the proof of Proposition 4.3.4.
One shows that the map ϕ is well defined by proving that it is trace-preserving, which
also makes it injective, so since it is clearly surjective it becomes a ∗-homomorphism.



Chapter 5

Hyperlinear groups

In this thesis hyperlinear groups are of interest because of their connection to the
Connes Embedding Problem. We shall see later, that countable discrete groups with
infinite conjugacy classes are exactly the ones that satisfy the Connes Embeddign
Problem for Groups. Naturally, the chapter starts with the definition of hyperlinear
groups, and from this we move towards proving that hyperlinear groups have the ex-
plained connection to the Connes Embedding problem.

5.1 The definition of a hyperlinear group

The term hyperlinear group was first introduced by Florin Rădulescu in his paper
[Răd08] of 2008. Originally, Rădulescu defined a countable group with infinite con-
jugacy classes to be hyperlinear if it embeds into the unitary group U(Rω) of the
ultrapower Rω for some choice of free ultrafilter ω on N. In this thesis we consider a
different definition (see Definition 5.1.1), which we will eventually show to be equiv-
alent to the definition of Rădulescu (see Proposition 5.3.5), with some slight changes.
More precisely, we do not require the group to be countable and have infinite conju-
gacy classes, nor do we require ω to be a free ultrafilter on N, but rather an ultrafilter
on some index set I , thus allowing more groups to be hyperlinear.

At a glance, the definition of a hyperlinear group does not seem to have much to
do with the Connes Embedding Problem, whilst the original definition of Rădulescu
seems to have a more explicit connection. The current definition below is chosen for
the sake of exposition, and the connection to the Connes Embedding Problem will
become apparent later in this chapter.

Definition 5.1.1. A group G is called hyperlinear if for every finite subset F of G
and every ε > 0, there exist some n ∈ N and a map ϕ : G→ U(n) satisfying:

(i) ‖ϕ(gh)− ϕ(g)ϕ(h)‖2 ≤ ε, for all g, h ∈ F ;

(ii) ‖ϕ(g)− ϕ(h)‖2 ≥
√

2− ε, for all g, h ∈ F with g 6= h. J

A curious thing one might notice about this definition is that even thought the map
ϕ above is defined on all ofG, there is only a restriction of its values on the set F ∪F 2,
and so the map may be changed freely outside this set.

An easy observation about hyperlinear groups is the following:

Proposition 5.1.2. For a group G the following are equivalent:

89
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(i) The group G is hyperlinear;

(ii) Every subgroup of G is hyperlinear;

(iii) Every countable subgroup of G is hyperlinear;

(iv) Every finitely generated subgroup of G is hyperlinear.

Proof. Clearly (ii)⇒ (iii) and (iii)⇒ (vi), and the two implications (i)⇒ (ii) and (vi)
⇒ (i) are also easy.

The following two results are of use when working with hyperlinear groups in
terms of Definition 5.1.1.

Lemma 5.1.3. For each n,m ∈ N with m ≥ n, there is an injective homomorphism
ρn,m : U(n)→ U(m) so that 1√

2
‖u− v‖2 ≤ ‖ρn,m(u)− ρn,m(v)‖2 ≤ ‖u− v‖2.

Proof. Choose k ∈ N and r ∈ Z with 0 ≤ r < n so that m = kn + r. Let
ρn,m : U(n)→ U(m) be defined by ρn,m(u) = u⊕ u⊕ . . .⊕ u⊕ 1r (k copies of u),
that is,

ρn,m(u) =


u 0 . . . 0 0

0
. . . . . .

...
...

...
. . . . . . 0

...
0 . . . 0 u 0
0 . . . . . . 0 1r

 .

Clearly ρn,m is an injective homomorphism with trm(ρn,m(u)) = m−r
m trn(u) + r

m .
Let α = m−r

m , then 1
2 < α ≤ 1. It is straightforward to check that

‖ρn,m(u)− ρn,m(v)‖2 =
√
α‖u− v‖2.

From this the desired inequality follows.

Lemma 5.1.4. For each n, k ∈ N there exists a group homomorphism πn,k : U(n)→
U((2n)k) with the property that if u, v ∈ U(n), then

‖πn,k(u)− πn,k(v)‖22 = 2− 21−k Re
(
1 + trn(u∗v)

)k
.

Proof. Fix n, k ∈ N. There is a natural isomorphism fn,k : U(2n)⊗k → U((2n)k) of
the k-fold tensor product of U(2n) onto U((2n)k). Furthermore, let πn,k : U(n) →
U((2n)k) denote the map

πn,k(u) = fn,k
(
(u⊕ 1n)⊗ (u⊕ 1n)⊗ . . .⊗ (u⊕ 1n)

)
.

Then πn,k is a group homomorphism. It is straightforward to check that

tr(2n)k(πk,j(u)) = 2−k(trn(u) + 1)k,

since fn,k must necessarily preserve the trace. Now,

‖πn,k(u)− πn,k(v)‖22 = tr(2n)k
(
(πn,k(u)− πn,k(v))∗(πn,k(u)− πn,k(v))

)
= 2− 2 Re tr(2n)k(πn,k(u∗v))

= 2− 21−k Re(trn(u∗v) + 1)k,

which is what we needed to prove.
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There are a number of different variations of Definition 5.1.1 in the literature, and
of course in some cases one is more handy than the other. The following proposition
proves the equivalence of some of these.

Proposition 5.1.5. For a group G the following set of conditions are equivalent:

(1) For each finite subset F ⊆ G and every ε > 0, there exist some n ∈ N and a
map ϕ : G→ U(n) with the properties:

(1.i) ‖ϕ(gh)− ϕ(g)ϕ(h)‖2 ≤ ε, for each g, h ∈ F ;

(1.ii) ‖ϕ(1G)− 1U(n)‖2 ≤ ε;

(1.iii) ‖ϕ(g)− ϕ(h)‖2 ≥
√

2− ε, for each g, h ∈ F with g 6= h.

(2) For each finite subset F ⊆ G and every ε > 0, there exist some n ∈ N and a
map ϕ : G→ U(n) with the properties:

(2.i) ‖ϕ(gh)− ϕ(g)ϕ(h)‖2 ≤ ε for each g, h ∈ F ;

(2.ii) ‖ϕ(g)− ϕ(h)‖2 ≥
√

2− ε, for each g, h ∈ F with g 6= h.

(3) For every constant δ ∈ (0,
√

2), each finite subset F ⊆ G and every ε > 0,
there exist some n ∈ N and a map ϕ : G→ U(n) with the properties:

(3.i) ‖ϕ(gh)− ϕ(g)ϕ(h)‖2 ≤ ε for each g, h ∈ F ;

(3.ii) ‖ϕ(g)− ϕ(h)‖2 ≥ δ, for each g, h ∈ F with g 6= h.

(4) There exists some δ > 0 such that for each finite subset F ⊆ G and every ε > 0,
there exist some n ∈ N and a map ϕ : G→ U(n) with the properties:

(4.i) ‖ϕ(gh)− ϕ(g)ϕ(h)‖2 ≤ ε, for each g, h ∈ F ;

(4.ii) ‖ϕ(g)− ϕ(h)‖2 ≥ δ, for each g, h ∈ F with g 6= h.

(5) For each finite subset F ⊆ G there exists some δF > 0 such that for every ε > 0
there exists some n ∈ N and a map ϕ : G→ U(n) with the properties:

(5.i) ‖ϕ(gh)− ϕ(g)ϕ(h)‖2 ≤ ε, for each g, h ∈ F ;

(5.ii) ‖ϕ(g)− ϕ(h)‖2 ≥ δF , for each g, h ∈ F with g 6= h.

Proof. One can see right-away, that the implications (1) ⇒ (2), (3) ⇒ (4) and (4)
⇒ (5) are trivial, and the implication (2) ⇒ (3) follows by replacing ε in (2) with
min{ε, δ}. Thus the only implication we need to prove is (5) ⇒ (1). Now assume
that G satisfies (5), and let F ⊆ G be finite and ε > 0. We may assume that ε ≤

√
2

and that F has at least two elements. To prove (1) we use the amplification trick from
Proposition 5.1.4. Suppose that z ∈ C with |z| ≤ 1, then

|z + 1|2 = 1 + 2 Re z + |z|2 ≤ 2 + 2 Re z.

Thus, if we let k,m ∈ N and u, v ∈ U(m), then

Re
(
1 + trm(u∗v)

)k ≤ ∣∣1 + trm(u∗v)
∣∣k

≤
(
2 + 2 Re trm(u∗v)

)k/2
=
(
4− ‖u− v‖22

)k/2
.
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Let K = F ∪ {1G}, and choose the constant δK > 0 as in condition (5). Then∥∥πm,k(u)− πm,k(v)
∥∥2

2
= 2− 21−k Re

(
1 + trm(u∗v)

)k ≥ 2− 21−k(4− δ2
K

)k/2
.

Since K has at least two element, the condition (5.ii) ensures that δK ≤ 2, so in
particular 0 ≤ 4− δ2

K < 4 and we can choose k ∈ N so that

2− 21−k(4− δ2
K)k/2 ≥ (

√
2− ε)2,

but then
∥∥πm,k(u) − πm,k(v)

∥∥
2
≥
√

2 − ε for all m ∈ N and u, v ∈ U(m) with
‖u− v‖2 ≥ δK . Now, since 2− 21−k Re(1 + z)k → 0 when z → 1, we can choose
some ε′ > 0 so that 2− 21−k Re(1 + z)k ≤ ε2 when |z − 1| < ε′. Let u, v ∈ U(m).
Since

|trm(u∗v)− 1|2 = 1 + |trm(u∗v)| − 2 Re trm(u∗v)

≤ 2− 2 Re trm(u∗v)

= ‖u− v‖22,

we see that

‖πm,k(u)− πm,k(v)‖22 = 2− 21−k Re
(
1 + trm(u∗v)

)k ≤ ε2,

whenever ‖u− v‖2 ≤ ε′. Thus, if we choose some m ∈ N and a map ψ : G→ U(m)
with the properties (5.i) and (5.ii) corresponding to K and ε′, then the map

ϕ = πm,k ◦ ψ : G→ U((2m)k)

will satisfy (1.i) and (1.iii). The property (1.ii) follows from the fact that 1G ∈ K,
since then

‖ϕ(1G)− 1U((2m)k)‖2 = ‖ϕ(1G)2 − ϕ(12
G)‖2 ≤ ε.

Thus the group G satisfies the condition (1).

Remark 5.1.6. The fact that condition (4) and condition (3) of Proposition 5.1.5 are
equivalent implies that G is hyperlinear if and only if satisfies:

(6) For each finite subset F ⊆ G and every ε > 0 there exists some n ∈ N and a
map ϕ : G→ U(n) with the properties

(6.i) ‖ϕ(gh)− ϕ(g)ϕ(h)‖2 ≤ ε for each g, h ∈ F ;

(6.ii) ‖ϕ(g)− ϕ(h)‖2 ≥ 1
105 for each g, h ∈ F with g 6= h.

Here the constant 1
105 is just an arbitrary constant in the interval (0,

√
2). This equiv-

alent definition—maybe with another constant—is also sometimes used as the defini-
tion of a hyperlinear group. J

5.2 Hyperlinear groups in terms of ultraproducts

The following result from 2005 is due to Gábor Elek and Endre Szabó (see [ES05]).
More precisely, Elek and Szabó proved a similar result for sofic groups (see Proposi-
tion 6.5.2 below), but the argument is almost identical.
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Proposition 5.2.1. A group G is hyperlinear if and only if it embeds into a metric
ultraproduct of finite rank unitary groups, that is, there exist an embedding ϕ : G →∏ω
i∈I U(ni) for some index set I , some ultrafilter ω on I and some family of natural

numbers (ni)i∈I .

Proof. Suppose that G satisfies condition (1) from proposition 5.1.5. Let F denote
the set of finite subsets of G and let I = F × N. For each (F, n) ∈ I choose some
natural number k(F, n) and a map ϕ(F,n) : G → U(k(F, n)) so that ‖ϕ(F,n)(gh) −
ϕ(F,n)(g)ϕ(F,n)(h)‖2 < 1

n for each g, h ∈ F ; ‖ϕ(F,n)(g)−ϕ(F,n)(h)‖2 >
√

2− 1
n for

each g, h ∈ F with g 6= h; and ‖ϕ(F,n)(1G)− 1k(F,n)‖2 < 1
n . Let ω be the ultrafilter

on I containing all the sets {(F ′, n′) ∈ I | F ⊆ F ′, n ≤ n′}. This ultrafilter exists by
Proposition 1.6.3. Now define a map ϕ : G→

∏ω
i∈I U(k(i)) by ϕ(g) = [(ϕi(g))i∈I ].

Let us show that this map is in fact an injective groups homomorphism. Suppose that
g, h ∈ G. By construction,

lim
i→ω
‖ϕi(gh)− ϕi(g)ϕi(h)‖2 = 0, and if g 6= h, lim

i→ω
‖ϕi(g)− ϕi(h)‖2 =

√
2

so ϕ is multiplicative and injective. Likewise, limi→ω ‖ϕi(1G)− 1k(i)‖2 = 0, and so
ϕ is an embedding of G into the metric ultraproduct

∏ω
i∈I U(k(i)), which was what

we needed to find.
Now suppose instead that ϕ : G →

∏ω
i∈I U(ni) is an embedding, for some in-

dex set I , an ultrafilter ω on I and a set {ni : i ∈ I} of natural numbers. De-
note the metric on

∏ω
i∈I U(ni) by dω . Let us prove that G satisfies conditions (5)

from Proposition 5.1.5. Let F ⊆ G be a finite subset and ε > 0, and let δ =
1
2 min{dω(ϕ(g), ϕ(h)) : g, h ∈ F, g 6= h}. Since ϕ is an embedding δ > 0. Let
(θi)i∈I : G→ `∞(I;Gi) be any lift of ϕ. For each g, h ∈ F , we let

Ag,h = {i ∈ I : ‖θi(gh)− θi(g)θi(h)‖2 ≤ ε}

Then Ag,h ∈ ω, since θ is a homomorphism. Also, if g 6= h we let

Bg,h = {i ∈ I : ‖θi(g)− θi(h)‖2 ≥ δ},

which is also in ω since dω(θ(g), θ(h)) ≥ 2δ. Pick an element

j ∈
( ⋂
g,h∈F

Ag,h

)
∩
( ⋂
g,h∈F
g 6=h

Bg,h

)
.

This is possible since the above set is in ω and is therefore non-empty. Now θj : G→
U(nj) satisfies the conditions (5.i) and (5.ii) by choice of j. Thus by Proposition 5.1.5
the group G is hyperlinear.

Remark 5.2.2. There are a few things in the proof of Proposition 5.2.1 worth notic-
ing. For one, the embedding ϕ constructed actually satisfies dω(ϕ(g), ϕ(h)) =

√
2

when g 6= h, so the Proposition is still true if this is added as a requirement on ϕ.
Besides this, if the group G is countable, then the set of finite subsets of G is also
countable. Thus the index set I will be countable as well. This means that if the group
is countable, then we can assume that the index set is N. J

In fact, one can exchange the finite rank unitary groups with a fixed group, if this
fixed group contains an increasing sequence of finite rank unitary groups—or at least
isomorphic copies of such—whose union is dense in this fixed group. This statement
is made precise in the following proposition.
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Proposition 5.2.3. Suppose that Γ is a metric group, with a bi-invariant metric d,
containing an increasing sequence of subgroups (Hk)k∈N, where Hn is isometrically
isomorphic to U(nk), for some unbounded sequence (n1, n2, n3, . . .) of natural num-
bers. Moreover assume that the union

⋃∞
k=1Hn is dense in Γ. Then a group G is

hyperlinear if and only if G embeds into an ultrapower of Γ.

Proof. Suppose that G is hyperlinear. By Theorem 5.2.1 we may choose an ultrafilter
ω on an index set I and a family of natural numbers (mi)i∈I , such that G embeds into∏ω
i∈I U(mi). Let ϕ be such an embedding. For each k ∈ N let πk : U(nk) → Γ be

an isometric isomorphism of U(nk) onto Hk. For each i ∈ I , choose k(i) ∈ N so that
mi ≤ nk(i). With the notation of Lemma 5.1.3 we define

ψ :
∏ω
i∈I U(mi) −→

∏ω
i∈I Γ by ϕ

(
[(ui)i∈I ]

)
= [(πk(i) ◦ ρmi,k(i)(ui))i∈I ]

This map is a well-defined injective homomorphism by Proposition 4.1.4 since we can
choose the constants Ci = 1 and ci = 1√

2
, for all i ∈ I , due to Lemma 5.1.3, and

the fact that πk is isometric, for all k ∈ N. In particular ψ ◦ ϕ : G →
∏ω
i∈I Γ is an

embedding of G into
∏ω
i∈I Γ.

Now, suppose on the other hand that ω is an ultrafilter on I and thatG embeds into∏ω
i∈I Γ. Let ψ be such an embedding. Choose some map (ψi)i∈I : G → `∞(I;Gi)

such that ψ(g) = [(ψi(g))i∈I ], for all g ∈ G. We want to show that G satisfies
condition (5) of Proposition 5.1.5, because then it is hyperlinear. So, let F ⊆ G be a
finite subset. Let

δF =
1

4
min{dω(ψ(g), ψ(h)) : g, h ∈ G, g 6= h}.

Since F is finite and ψ is injective, we have δF > 0. For ε > 0. For g, h ∈ F 2 ∪ F
define

Ag,h =
{
i ∈ I : ‖ψi(gh)− ψi(g)ψi(h)‖2 ≤ 1

3ε
}
,

which is an element of ω, since ψ is a homomorphism. For g, h ∈ F with g 6= h, let

Bg,h =
{
i ∈ I : ‖ψi(g)− ψi(h)‖2 ≥ 3δF

}
,

which is an element of ω by the choice of δF . Now, since all these sets are in ω, the
set ( ⋂

g,h∈F 2∪F

Ag,h

)
∩
( ⋂
g,h∈F
g 6=h

Bg,h

)

is also in ω, and therefore non-empty. Let i be an element in this set. Since
⋃∞
k=1Hk

is dense in Γ, we can, for each g ∈ F 2 ∪ F , choose ng ∈ N and ug ∈ Hng , so that
d(ψi(g), ug) ≤ min{δF , 1

3ε}. Further, for each g ∈ G \ (F 2 ∪ F ) let ug = 1Γ.
Let m = max{ng : g ∈ F 2 ∪ F}, then ug ∈ Hm for all g ∈ G, since (Hk)k∈N is
an increasing sequence of subgroups. Define ϕ : G → U(nm) by ϕ(g) = π−1

m (ug).
What we need to show is that this map satisfies the conditions (5.i) and (5.ii) from
Proposition 5.1.5. First, if g, h ∈ F , then gh, g, h ∈ F 2 ∪ F , and so

‖π−1
k (ugh)− π−1

k (uguh)‖2 = d(ugh, uguh)

≤ d(ugh, ψi(gh)) + d(ψi(gh), ψi(g)ψi(h)) + d(ψi(g)ψi(h), uguh) < ε,
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which shows that ϕ satisfies (5.i). Now if g, h ∈ G with g 6= h, then

‖π−1
k (ug)− π−1

k (uh)‖2 = d(ug, uh)

≥ d(ψi(g), ψi(h))− d(ug, ψi(g))− d(ψi(h), uh)

≥ 3δF − δF − δF = δF ,

which shows that ϕ satisfies (5.ii). Thus by Theorem 5.2.1, the group G embeds into
an ultraproduct of finite rank unitary groups.

Remark 5.2.4. If the group G in Proposition 5.2.3 is countable, then the index set I
constructed in the proof can be assumed to be countable by Remark 5.2.2. Thus, a
countable group is hyperlinear if and only if it embeds into Γω , for some choice of
ultrafilter on N. J

5.3 Embedding in ultrapowers of the hyperfinite II1-factor

The reason hyperlinear groups are of interest—at least in this thesis—is their connec-
tion to the Connes Embedding Problem. In this section we discuss the direct con-
nection between hyperlinear groups and the Connes Embedding Problem. We also
relate the present Definition 5.1.1 of a hyperlinear group to he original definition of
Rădulescu. But first we need a couple of intermediate results.

Lemma 5.3.1. Let M be a finite factor and v ∈ M a partial isometry. Then there
exist a unitary u ∈ M such that u and v agree on the support of v. In particular, if
x ∈M then there exist a unitary u such that x = u|x|.

Proof. Let p = v∗v and q = vv∗. Since p ∼ q and M is a finite factor we know
1− p ∼ 1− q. Choose ṽ ∈M with ṽ∗ṽ = 1− p and ṽṽ∗ = 1− q. Let u = v + ṽ.
Since v∗ṽ = 0 and ṽ∗v = 0 we get u∗u = uu∗ = 1, so u is unitary. The support of v
and the kernel of ṽ agrees, so u agree with v on the support of v.

Proposition 5.3.2. Suppose that (Mi)i∈I is a family of finite factors and ω is an
ultrafilter on I . If u ∈

∏ω
i∈I Mi is unitary, then there exist unitaries ui ∈Mi (i ∈ I)

so that u = [(ui)i∈I ].

Proof. Choose vi ∈ Mi for each i ∈ I so that u = [(vi)i∈I ]. For each i ∈ I choose
a unitary ui ∈ Mi so that vi = ui|vi|. This is possible by Lemma 5.3.1. Now we
see that u = [(ui|vi|)i∈I ] = [(ui)i∈I ][(|vi|)i∈I ], and so we only have to argue that
[(|vi|)i∈I ] = 1. Since ϕ(y)1/2 = ϕ(y2/2) for every positive element y in aC∗-algebra
and every ∗-homomorphism ϕ, we get that

[(|vi|)i∈I ] = [((v∗i vi)
1/2)i∈I ] = [((v∗i vi))i∈I ]

1/2 = (u∗u)1/2 = 1.

Thus we have proved the proposition.

Corollary 5.3.3. The natural map ϕ :
∏ω
i∈I U(M ) → U

(∏ω
i∈I Mi

)
is an isomor-

phism of groups.

Proof. First, note that ϕ is the map(
`∞(I;U(Mi))

)
/
(
I ∩ `∞(I;U(Mi))

)
↪→
(
`∞(I; Mi)

)
/I

induced by the inclusion `∞(I;U(Mi)) ↪→ U(`∞(I; Mi)). Thus, ϕ is clearly injec-
tive, and in Proposition 5.3.2 we have proved that it is also surjective. The fact that it
is a group homomorphism is straightforward to check.
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Lemma 5.3.4. Suppose that M is a von Neumann algebra with a faithful normal
trace τ , and A is a ∗-subalgebra. If the unitary group of A is strong operator dense
in the unitary group of M , then it is also dense with respect to the norm induced by τ .

Proof. Suppose that u is a unitary element in M , and let (uα)α∈A be a net of unitary
elements in A converging to u in strong operator topology. Then (u − uα)∗(u −
uα) converges to zero in the weak operator topology, so since τ is weak operator
continuous, ‖u−uα‖τ = τ((u−uα)∗(u−uα)) converges to zero as well. Hence the
net (uα)α∈A converges to u in the norm induced by τ , which shows that the unitary
group of A is dense in the unitary group of M with respect to the norm induced by
τ .

Now we are ready to prove that our definition of a hyperlinear group is indeed
equivalent to—a slightly extended version of—Rădulescu’s original definition of hy-
perlinear groups (see Remark 5.3.6 for details on this).

Proposition 5.3.5. A group is hyperlinear if and only if it embeds into U(Rω) for
some set I (not necessarily countable) and some ultrafilter ω on I .

Proof. The strategy of the proof is to prove that U(R) satisfy the conditions of the
group Γ in Proposition 5.2.3, and then use Corollary 5.3.3.

Since R is approximately finite there exists an ascending sequence of von Neu-
mann subalgebras of R, say M1,M2,M3, . . ., such that Mk is a factor of type
Ink , for each k ∈ N, for some strictly increasing sequence n1, n2, n3, . . . of natural
numbers. Since Mk is of type Ink , and thus isomorphic to Mnk (see [KR86, Theo-
rem 6.6.1]), we get that U(Mk) is isomorphic to U(nk). Since the normalized trace
on a finite factor is unique, the normalized trace on R restricts to the normalized trace
on Mk, for all k ≥ 1. Thus the Hilbert-Schmidt distance on U(R) restricts to the
Hilbert-Schmidt distance on U(Mk), for all k ≥ 1. Now all we need to show is that⋃∞
k=1 U(Mk) is dense in U(R) with respect to the Hilbert-Schmidt distance. The set

M =
⋃∞
k=1 Mk is a ∗-subalgebra of R, with the property that when x ∈M is normal

and f ∈ C(σ(x);C), then f(x) ∈M , By Kaplansky’s Density Theorem the unitary
group of M , that is,

⋃∞
k=1 U(Mk), is strong operator dense in U(R) (see [KR86,

Corollary 5.3.7], and the proof thereof). By Lemma 5.3.4 we get that
⋃∞
k=1 U(Mk) is

dense in U(R) with respect to the topology induced by the Hilbert-Schmidt distance.
Now, by Proposition 5.2.3, a group G is hyperlinear if and only if G embeds into the
ultrapower

∏ω
i∈I U(R) for some index set I and some choice of an ultrafilter ω on I .

By Corollary 5.3.3 we know that
∏ω
i∈I U(R) is isomorphic to U(Rω). Thus a group

is hyperlinear if and only if it embeds into U(Rω) for some index set I and some
ultrafilter ω on I .

Remark 5.3.6. Suppose that a group G is countable. Then, in view of Remark 5.2.4,
Proposition 5.3.5 reads that the group G is hyperlinear if and only if it embeds into
U(Rω) for some choice of an ultrafilter ω on N. In particular, a group is hyperlinear
in the sense of Definition 5.1.1 if and only if the group is hyperlinear in the sense of
the definition originally introduced by Rădulescu [Răd08, Definition 2.6]. J

Now we are ready to establish the connection between hyperlinear groups and the
Connes Embedding Conjecture. First we need an intermediate result.
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Proposition 5.3.7. Suppose that ϕ : G→ U(M ) is an embedding of a group G with
infinite conjugacy classes into the unitary group of a von Neumann algebra II1-factor
M . Then ϕ extends to an embedding ϕ̃ : LG → M if and only if tr(ϕ(g)) = 0, for
all g 6= 1G.

Proof. Since LG is a II1-factor, a potential extension to an embedding ϕ̃ : LG→M
must necessarily be trace-preserving (when LG and M are equipped with their cor-
responding tracial states). Hence, the fact that tr(ϕ(g)) = 0 for all g 6= 1G is a nec-
essary requirement. Let us show that is is also sufficient. Clearly ϕ extents to a trace-
preserving ∗-homomorphism from span{δg : g ∈ G} to M . Since span{δg : g ∈ G}
is a weak operator dense ∗-subalgebra of LG, we can extend the given map to a trace-
preserving ∗-homomorphism ϕ̃ : LG→M . This map is clearly an embedding, since
it preserves the faithful trace.

Lemma 5.3.8. Suppose that M is a von Neumann algebra with faithful trace τ . If
u ∈ U(M ) with τ(u) = 1, then u = 1. In particular, if u 6= 1 then we must have
0 < |(τ(u) + 1)| < 2.

Proof. It is straightforward to check that if τ(u) = 1 then ‖u − 1‖2 = 0, so by
faithfulness of τ we conclude that u = 1.

The following proposition is due to Rădulescu:

Proposition 5.3.9. A group G is hyperlinear if and only if LG embeds into Rω for
some choice of an index set I and of an ultrafilter ω on I .

Proof. One direction is easy. If ϕ is an embedding of LG into Rω then the map
g 7→ ϕ(λg) will be an embedding of G into U(Rω).

Suppose conversely that ϕ is an embedding of G into U(Rω). By successive
application of Proposition 1.2.8 we obtain an isomorphism πk : M2(R⊗R)⊗k →
R, for each k ∈ N. These isomorphisms πk must necessarily be trace-preserving,
for all k ∈ N, since both R and M2(R⊗R)⊗k are II1-factors. Now let ρk : R →
M2(R⊗R)⊗k denote the map

ρk(x) =

[
x⊗ 1R

x⊗ x

]
⊗ · · · ⊗

[
x⊗ 1R

x⊗ x

]
(k copies)

This map is unital, multiplicative and preserves the ∗-operation. Thus πk ◦ ρk is
a unital and multiplicative map of R into R which preserves the ∗-operation. In
particular, it restricts to a group homomorphisms from U(R) to itself. Now since πk
is trace-preserving and tr(ρ(x)) =

(
1
2 tr(x) + 1

2 tr(x)2
)k

, we get that

tr(πk ◦ ρk(x)) =
(

1
2 tr(x) + 1

2 tr(x)2
)k
,

for all k ∈ N. By Proposition 5.3.1 we can choose a lift (θi)i∈I : G→ `∞(I; R) of ϕ
so that θi(g) ∈ U(R), for all g ∈ G and i ∈ I . Let ν be any free ultrafilter in N and
define a map

ψ : G→ U((Rω)ν) by ψ(g) =
[([(

πk ◦ ρk(θi(g))
)
i∈I

])
k∈N

]
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Since πk◦ρk(θi(g)) is unitary for all k ∈ N, i ∈ I and g ∈ G, this map is well-defined.
Note further that if g, h ∈ G, then

d
(
ψ(g), ψ(h)

)2
= lim
k→ν

lim
i→ω

∥∥πkρk(θi(g))− πkρk(θi(g))
∥∥2

2

= lim
k→ν

lim
i→ω

(
2− 2 Re tr

(
πkρk(θi(g)∗θi(h))

))
= 2− 2 lim

k→ν
lim
i→ω

Re
1

2k

(
tr
(
θi(g)∗θi(h)

)
+ tr

(
θi(g)∗θi(h)

)2)k
.

In particular, since ϕ is a homomorphism, limi→ω tr(θi(gh)∗θi(g)θi(h)) = 1, and
hence it follows that

d
(
ψ(gh), ψ(g)ψ(h)

)2
= 2− 2 lim

k→ν
lim
i→ω

Re
1

2k

(
tr
(
θi(gh)∗θi(g)θi(h)

)
+ tr

(
θi(gh)∗θi(g)θi(h)

)2)k
= 2− 2 lim

k→ν
Re

1

2k
2k = 0.

Thus ψ is a homomorphism, and it follows that, if g 6= h, then [(θi(g)∗θi(h))i∈I ] 6= 1.
Let z = limi→ω tr(θi(g)∗θi(h)), then by Lemma 5.3.8 we get that z 6= 1, and since
we know that |z| ≤ 1 we conclude that 1

2k
(z + z2)k → 0 as k →∞. Now, since ν is

a free ultrafilter

d
(
ψ(g), ψ(h)

)2
= 2− 2 lim

k→ν
lim
i→ω

Re
1

2k

(
tr
(
θi(gh)∗θi(g)θi(h)

)
+ tr

(
θi(gh)∗θi(g)θi(h)

)2)k
= 2− 2 lim

k→ν
Re

1

2k
(z + z2)k = 2.

This shows that d(ψ(g), ψ(h)) =
√

2, for all g, h ∈ G with g 6= h, or equivalently,
that tr(ψ(g)) = 0 for all g 6= 1G. By Proposition 5.3.7 the map ψ extends to an
embedding ψ̃ : LG → (Rω)ν , and by Proposition 4.3.5 we know that (Rω)ν is iso-
morphic to Rν⊗ω . Hence by composing the right maps we obtain an embedding of
LG into Rν⊗ω , which concludes the proof.

Corollary 5.3.10. A countable group is hyperlinear if and only if its group von Neu-
mann algebra embeds into Rω for some choice of an ultrafilter ω on N. This ultrafilter
can be chosen to be free.

Proof. Let us recall the proof of Proposition 5.3.9 when we restrict our attention to
countable groups. Therein we took an embedding ϕ of G into Rω for some choice of
an ultrafilter ω on some index set I . Afterwards, we constructed an embedding into
Rν⊗ω , where ν ⊗ω is an ultrafilter on N× I . Thus, if the group is countable, then by
Remark 5.3.6 the set I can be chosen to be countable, and the set N× I will therefore
also be countable. Since ν was chosen to be a free ultrafilter, ν ⊗ ω is also free by
Proposition 4.3.2.



Chapter 6

Sofic groups

In this chapter we introduce the concept of sofic groups, which is a relatively new
one—introduced around 1999. Sofic groups are of interest for several reasons, but in
this thesis they are of interest particularly because of their connection to the Connes
Embedding Problem. More precisely, we shall see that sofic groups are hyperlinear
and thus satisfy the Connes Embedding Problem for Groups.

To mentione a few other applications of sofic groups, then the following two con-
jectures are solved in the positive for sofic groups.

Gottschalk’s Surjunctivity Conjecture. Every countable group G is surjunctive,
that is, every continuous G-equivariant map f : {1, 2, . . . , n}G → {1, 2, . . . , n}G,
which is injective is necessarily surjective.1 By continuous we mean with respect to
the product topology on {1, 2, . . . , n}G, when {1, 2, . . . , n} has the discrete topology.

Let us explain what a G-equivariant map means. The group G acts naturally on
the space {1, 2, . . . , n}G by shifting the index, that is, g · (nh)h∈G = (ng−1h)h∈G. A
map f : {1, 2, . . . , n}G → {1, 2, . . . , n}G is calledG-equivariant if f(g ·x) = g ·f(x)
for all x ∈ {1, 2, . . . , n}G.

Kaplansky’s Direct Finiteness Conjecture. For any group G and commutative
field K, the group algebra KG is directly finite, that is, ab = 1 in KG implies ba = 1.

6.1 The definition of a sofic group

Sofic groups—at least the finitely generated ones—where first introduced by Mikhail
Gromov his article [Gro99] of 1999. Gromov defined a notion for graphs he called
initially subamenable, and sofic groups where introduced as finitely generated groups
whose Cayley graph is initially subamenable. The name sofic is due to Benjamin
Weiss—introduced in his article [Wei00] of 2000. In our presentation, we choose a
different definition than the original one of Gromov (see Definition 6.1.3), but first we
need to introduce the Hamming metric.

Definition 6.1.1. For a finite set F we denote by Sym(F ) the symmetric group on F ,
that is, the set of all permutations of the elements of F , and for α ∈ Sym(F ) we let

1Here XY denote the set of maps Y → X .

99
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fix(α) denote the fixed points of α. The Hamming metric on Sym(F ) is the metric
dF defined by

dF (α, β) =
1

|F |
∣∣{f ∈ F : α(f) 6= β(f)}

∣∣ =
1

|F |
(
|F | − | fix(α−1β)|

)
,

for all α, β ∈ Sym(F ). J

Let us just for precaution check that the Hamming metric is indeed a metric.
Clearly dF (α, β) is greater than or equal to zero, and equal to zero if and only if
α = β, so what we need to show is that the triangle inequality holds. Suppose that
α, β, γ ∈ Sym(F ). If f0 ∈ {f ∈ F : α(f) 6= γ(f)} then

either f0 ∈ {f ∈ F : α(f) 6= β(f)}, or f0 ∈ {f ∈ F : β(f) 6= γ(f)}.

In particular it follows that dF (α, γ) ≤ dF (α, β) + dF (β, γ), and so we have proved
the triangle inequality.

Proposition 6.1.2. The Hamming metric dF on Sym(F ) for a finite set F is a bi-
invariant metric.

Proof. This follows directly from the fact that for f ∈ F , α(f) 6= β(f) if and only if
γα(f) 6= γβ(f), and likewise, that α(f) 6= β(f) if and only if αγ(f) 6= βγ(f).

We now define the concept of a sofic group. The present definition is due to
Elek and Szabó (see [ES06, Definition 1.1 & Lemma 2.1]), who proved that it was
equivalent to the original definition of Gromov in the case of finitely generated groups
(see [ES04, Proposition 4.4]).

Definition 6.1.3. A group G is Sofic if for every finite set K ⊆ G and every ε > 0,
there exist a non-empty finite set F and a map ϕ : G→ Sym(F ) satisfying:

(i) dF
(
ϕ(gh), ϕ(g)ϕ(h)

)
≤ ε, for each g, h ∈ K;

(ii) dF
(
ϕ(g), ϕ(h)

)
≥ 1− ε, for each g, h ∈ K with g 6= h. J

As in the definition of hyperlinear groups, we observe that there are no restrictions
on the map ϕ outside the set K ∪K2. Besides this, the requirement on ϕ is vacuous
in the case where ε ≥ 1. As we will often need to speak about maps ϕ satisfying
the conditions of the above definition, we will call such a map ϕ a (K, ε)-almost
homomorphism.

Surprisingly enough, it is not known whether all groups are in fact sofic. Since
being sofic is a local property, to ask whether all groups are sofic is the same as asking
whether all countable groups, or even all finitely generated groups, are sofic.

Suppose that we are given n ∈ N and finite sets F1, . . . , Fn. There is a natural
map Φ :

∏n
k=1 Sym(Fk)→ Sym(F1×· · ·×Fn), namely the one defined as follows:

for αi ∈ Sym(Fi) and fi ∈ Fi (i = 1, . . . , n), we let

Φ(α1, . . . , αn)(f1, . . . , fn) = (α1(f1), . . . , αn(fn)).

The following proposition expresses the distance between elements in the image of Φ
in terms of the metrics dF1

, dF2
, . . . , dFn .
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Proposition 6.1.4. Given n ∈ N and finite sets F1, . . . , Fn, let F denote the set
F1 × · · · × Fn. Let Φ :

∏n
i=1 Sym(Fi) → Sym(F ) be the natural map described

above. If α = (α1, . . . , αn) and β = (β1, . . . , βn) are in
∏n
i=1 Sym(Fi), then

dF
(
Φ(α),Φ(β)

)
= 1−

n∏
i=1

(1− dFi(αi, βi))

Proof. Since |F | =
∏n
i=1 |Fi|, the statement that we want to prove is equivalent to

showing that

|F |
(
1− dF

(
Φ(α),Φ(β)

))
=

n∏
i=1

|Fi|(1− dFi(αi, βi)).

The number on the left hand side is equal to |fix(α−1β)|, whilst the number on the
right hand side is equal to

∏n
i=1 |fix(α−1

i βi)|. Thus we only need to show that these
two numbers agree. It follows easily by inspection that

fix(α−1β) = fix(α−1
1 β1)× · · · × fix(α−1

n βn),

and therefore the two numbers must coincide as desired.

The above proposition is an analogue of Lemma 5.1.4 for hyperlinear groups, and
the next proposition is an analogue of Proposition 5.1.5.

Proposition 6.1.5. For a group G the following set of conditions are equivalent:

(1) For each finite subset K ⊆ G and every ε > 0, there exist a non-empty finite
set F and a map ϕ : G→ Sym(F ) with the properties:

(1.i) dF
(
ϕ(gh), ϕ(g)ϕ(h)

)
≤ ε for each g, h ∈ K;

(1.ii) dF
(
ϕ(1G),1Sym(F )

)
≤ ε;

(1.iii) dF
(
ϕ(g), ϕ(h)

)
≥ 1− ε for each g, h ∈ K with g 6= h.

(2) For each finite subset K ⊆ G and every ε > 0, there exist a non-empty finite
set F and a map ϕ : G→ Sym(F ) with the properties:

(2.i) dF
(
ϕ(gh), ϕ(g)ϕ(h)

)
≤ ε for each g, h ∈ K;

(2.ii) dF
(
ϕ(g), ϕ(h)

)
≥ 1− ε for each g, h ∈ K with g 6= h.

(3) For every constant δ ∈ (0, 1), each finite subset K ⊆ G and every ε > 0, there
exist a non-empty finite set F and a map ϕ : G→ Sym(F ) with the properties:

(3.i) dF
(
ϕ(gh), ϕ(g)ϕ(h)

)
≤ ε for each g, h ∈ K;

(3.ii) dF
(
ϕ(g), ϕ(h)

)
≥ δ for each g, h ∈ K with g 6= h.

(4) There exist some δ > 0 such that for each finite subset K ⊆ G and every
ε > 0, there exist a non-empty finite set F and a map ϕ : G → Sym(F ) with
the properties:

(4.i) dF
(
ϕ(gh), ϕ(g)ϕ(h)

)
≤ ε for each g, h ∈ K;

(4.ii) dF
(
ϕ(g), ϕ(h)

)
≥ δ for each g, h ∈ K with g 6= h.
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(5) For each finite subset K ⊆ G there exists some δK > 0 such that for every
ε > 0, there exist a non-empty finite set F and a map ϕ : G → Sym(F ) with
the properties:

(5.i) dF
(
ϕ(gh), ϕ(g)ϕ(h)

)
≤ ε for each g, h ∈ K;

(5.ii) dF
(
ϕ(g), ϕ(h)

)
≥ δK for each g, h ∈ K with g 6= h.

Proof. The implications (1)⇒ (2), (3)⇒ (4) and (4)⇒ (5) are trivial, and the implica-
tion (2)⇒ (3) follows by replacing ε in (2) with min{ε, δ}. Thus the only implication
we need to prove is (5)⇒ (1). Now assume that G satisfies (5). Let K ⊆ G be finite
and ε > 0. We may assume that K has at least two elements, or else we may just
choose F to be a one-point set, in which case there is only one choice of the map ϕ,
and this choice is a homomorphism. We will prove thatG satisfies (1) by using Propo-
sition 6.1.4. Since K has at least two elements if follows from (5.ii) that δK ≤ 1, and
we may therefore choose m ∈ N such that 1 − (1 − δK)m ≥ 1 − ε. Likewise, we
may choose ε̃ > 0 so that 1 − (1 − ε̃)m ≤ ε. Now choose a finite set F̃ and a map
ϕ̃ : G → Sym(F̃ ) satisfying conditions (5.i) and (5.ii) for the finite set {1G} ∪ K
and ε′. Let Φ:

∏m
n=1 Sym(F̃ )→ Sym(F̃m) be the map from Proposition 6.1.4. Let

F = F̃m and define ϕ : G→ Sym(F ) by

ϕ(g) = Φ(ϕ̃(g), ϕ̃′(g), . . . , ϕ̃′(g)), g ∈ G.

By using Proposition 6.1.4, it is straightforward to check that F and ϕ satisfy the
conditions (1.i), (1.ii) and (1.iii) corresponding to K and ε.

Remark 6.1.6. Combining condition (4) and condition (3) of Proposition 6.1.5 we
infer that a group G is sofic if and only if satisfies:

(6) For each finite subset K ⊆ G and every ε > 0, there exist a non-empty finite
set F and a map ϕ : G→ Sym(F ) with the properties:

(6.i) dF
(
ϕ(gh), ϕ(g)ϕ(h)

)
≤ ε for each g, h ∈ K;

(6.ii) dF
(
ϕ(g), ϕ(h)

)
≥ 1

108 for each g, h ∈ K with g 6= h.

The constant 1
108 is just an arbitrary constant in the interval (0, 1). This equivalent

formulation is also sometimes used as the definition of a sofic group—possibly with a
different constant. J

6.2 Connection to the Connes Embedding Problem

It is well-known that the symmetric group of order n can be embedded into the unitary
group U(n) in a natural way—which is illustrated in Theorem 6.2.1—but it is not the
case that the Hilbert-Schmidt distance on U(n) restricts to the Hamming distance on
this image of the symmetric group. There is though a connection between the two,
and this allows us to prove the following proposition.

Theorem 6.2.1. If a group is sofic, then it is hyperlinear.

Proof. Suppose that G is a sofic group, and let us prove that G is hyperlinear. So
suppose that K ⊆ G is a finite set and ε > 0. We need to find n ∈ N and a map
ϕ : G → U(n) satisfying ‖ϕ(gh) − ϕ(g)ϕ(h)‖2 ≤ ε, for all g, h ∈ K and ‖ϕ(g) −
ϕ(h)‖2 ≥ 1− ε, for all g, h ∈ K with g 6= h.
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Let K ⊂ G be finite and ε > 0. We may assume that ε < 2
√

2. Let ε′ =

min{ ε
2

2 , 1 −
1
2 (
√

2 − ε)2}, and note that then
√

2ε′ ≤ ε and
√

2(1− ε′) ≥
√

2 − ε.
Since G is sofic we can choose a finite set F and a (K, ε′)-almost homomorphism
ϕ′ : G→ Sym(F ). We may further assume that F = {1, 2, . . . , n}, for some n ∈ N,
so that Sym(F ) = Sym(n). Now let π : Sym(n)→ U(n) denote the natural unitary
representation, that is, π(σ)ei = eσ(i), for all σ ∈ Sym(n) and i ∈ {1, 2, . . . , n},
when e1, e2, . . . , en denotes the standard orthogonal basis for C. It is straightforward
to check that

dHS(π(σ), π(τ))2 = 2dF (σ, τ).

So with ϕ = π ◦ ϕ′ : G→ U(n) we have that for all g, h ∈ K,

dHS(ϕ(gh), ϕ(g)ϕ(h)) =
√

2dF (ϕ′(gh), ϕ′(g)ϕ′(h)) ≤
√

2ε′ ≤ ε,

and if g 6= h then

dHS(ϕ(g), ϕ(h)) =
√

2dF (ϕ′(g), ϕ′(h)) ≥
√

2(1− ε′) ≥
√

2− ε.

Thus G is hyperlinear by definition, since F and ε was arbitrary.

Now we are ready to state the result, which captures our main interest in the
Connes Embedding Problem, namely that sofic groups satisfy Connes Embedding
Problem for Groups.

Corollary 6.2.2. If G is a sofic group, then LG embeds into Rω for some choice of
an ultrafilter ω on an index set I . This ultrafilter may be chosen to be free, and if the
group is countable, then I may be chosen to be N.

Proof. This is an immediate consequence of Theorem 5.3.9, Corollary 5.3.10 and
Theorem 6.2.1.

6.3 Intermezzo—Local embeddability

In this section we introduce the notion of local embeddability and a few related con-
cepts. As mentioned earlier, the point of this is, to introduce a terminology which is
well-suited for describing some large classes of sofic groups, and prove some perma-
nence properties of such. This section is mostly based on [CSC10, Section 7.1].

Definition 6.3.1. A class of groups C is a collection of groups, so that if G ∈ C and
H is a group with H ∼= G, then H ∈ C. J

It is easy to come up with examples of classes of groups: the class of finite groups;
the class of countable groups; the class of finitely generated groups; and the class of
abelian groups. Also the amenable groups and the torsion-free groups form classes
of groups. One could also mix these examples and obtain classes of groups such as
the class of finitely generated abelian groups, or the class of countable torsion-free
groups, and so on.

Definition 6.3.2. Suppose that G and H are groups. For a finite subset K ⊆ G,
a map ϕ : G → H is called a K-almost homomorphism if ϕ|K is injective and
ϕ(gh) = ϕ(g)ϕ(h), for all g, h ∈ K. J
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Definition 6.3.3. Let C be a class of groups. A group G is called locally embeddable
in the class C if for each K ⊆ G finite, there exist a group H ∈ C and a K-almost
homomorphism from G to H .

An example of local embeddability could be the following: let C denote the class
of finite groups, then Z is locally embeddable into C. In fact, if K ⊆ Z is finite, then
with m = max{|k| : k ∈ K} we have a surjective ∗-homomorphism Z → Z/mZ.
Thus Z is locally embeddable into the class of amenable groups.

Proposition 6.3.4. Suppose that C is a class of groups. The groups which are locally
embeddable into C form a class C. If a group is locally embeddable into C then the
group is itself in C.

Proof. Now suppose that G is a group in C, H is another group and ϕ : H → G is
an isomorphism. If K ⊆ H is finite, then since ϕ(K) is finite we can find a group C
in C and a ϕ(K)-almost homomorphism ψ : G → C. Clearly, ψ ◦ ϕ is a K-almost
homomorphism H → C. Hence H is locally embeddable into C.

The latter part of the statement is proved similarly, with the exception that ϕ is
now a K-almost homomorphism. Their composition will still be a K-almost homo-
morphism.

Next, let us state a few easy observations.

Proposition 6.3.5. Suppose that C is a class of groups which is closed under taking
subgroups. Then if a finite group is locally embeddable into C, the group is itself in C.

Proposition 6.3.6. Suppose that C is a class of groups and G a group which is locally
embeddable into C. Then any subgroup of G is locally embeddable in C.

Proposition 6.3.7. Suppose that C is a class of groups. A group is locally embeddable
in C if and only if each finitely generated subgroups of the group is locally embeddable
into C.

It is easy to imagine that one would prefer working with classes of groups which
are closed under passing to subgroups. It turns out that another very nice property for
a class of groups C to have—at least from the point of view of local embeddability—is
to be closed under taking finite direct products. The next proposition and the following
corollaries illustrates this point.

Proposition 6.3.8. Suppose that C is a class of groups which is closed under taking
finite direct products. If (Gi)i∈I is a family of groups which is locally embeddable
into C, then their direct product

∏
i∈I Gi is locally embeddable into C.

Proof. Let G denote the group
∏
i∈I Gi, let K ⊆ G be finite and set L = {k1k

−1
2 :

k1, k2 ∈ K, k1 6= k2}. Clearly L is also finite and 1G /∈ L. For each l ∈ L we may
choose j ∈ I with πi(l) 6= 1Gi , where πi : G → Gi denotes the natural projection.
Let J denote the set of all such j. Let GJ denote the product group

∏
j∈J Gj and

let πJ : G → GJ denote the natural projection given by πJ((gi)i∈I) = (gj)j∈J . By
assumption, GJ is in C, and since πJ is a homomorphism it would suffice to show
that πJ |K is injective in order to prove that πJ is a K-almost homomorphism. Now,
by construction πJ(l) 6= 1GJ for all l ∈ L. Thus πJ(k1)πJ(k2)−1 6= 1GJ for all
k1, k2 ∈ K with k1 6= k2, or, in other words, πJ |K is injective. Next, for each
j ∈ J choose some Hj in G and a πj(K)-almost homomorphism ϕj : Gj → Hj . Let
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HJ =
∏
j∈J Hj and let ϕJ : GJ → H be the product map. Let the map ϕ : G→ HJ

be the composition ϕJ ◦ πJ . Then it is straightforward to check that ϕ is a K-almost
homomorphism, since πJ(K) ⊆

∏
j∈J πj(K). Hence G is locally embeddable into

C, since HJ is in C by assumption.

Since both the direct sum of groups and the projective limit of groups are sub-
groups of the direct product (see [CSC10, Appendix E] for construction of the projec-
tive limit), we immediately get the following two corollaries:

Corollary 6.3.9. Suppose that C is a class of groups which is closed under taking
finite direct products. If (Gi)i∈I is a family of groups which is locally embeddable
into C, then their direct sum

⊕
i∈I Gi is locally embeddable into C.

Corollary 6.3.10. Suppose that C is a class of groups which is closed under taking
finite direct products. If (Gi)i∈I is a projective system of groups which is locally
embeddable into C, then their projective limit lim←−Gi is locally embeddable into C.

Definition 6.3.11. Let C be a class of group. A group G is said to be residually in
C (or residually C) if for each g ∈ G, there exist a group H in C and a surjective
homomorphism ϕ : G→ H with ϕ(g) 6= 1H . A group G is called locally residually
in C (or locally residually C) if every finitely generated subgroup of G is residually
in C. J

One might at first suspect that residually C implies locally residually C, but this
is not always the case. The problem one encounters is that one can not necessarily
satisfy the surjectivity condition when passing to subgroups. If the class C in question
is closed under taking subgroups thought, then a group which is residually in C is also
locally residually in C. An example where it goes wrong could be the following: let
C denote the class of infinite torsion groups, that is, infinite groups where all elements
have finite order. The complex unit circle T with multiplication is an example of such
a group. Now if G is a group in C, then clearly G is residually in C, but since every
subgroup of G is finite, G cannot be locally residually in C.

Another thing one could note, is that if a group is locally embeddable in C then it
is also locally residually in C.

Proposition 6.3.12. Suppose that C is a class of groups which is closed under tak-
ing finite direct products. If G is a group which is either residually in C or locally
residually in C, then G is locally embeddable into C.

Proof. Suppose that K ⊆ G is finite. We may assume that G is residually in C. If
G were only locally residually in C, then we use the same argument, but just with the
group generated by K instead.

Let L = {k1k
−1
2 : k1, k2 ∈ K, k1 6= k2}. Clearly L is finite and does not contain

the neutral element. Since G is residually in C, then for each l ∈ L there exist a group
Hl in C and a surjective homomorphism ϕj : G→ Hl such that ϕl(l) 6= 1Hl . Let HL

denote the group
∏
l∈LHl, and let ϕL : G→ HL denote the map ϕ(g) = (ϕl(g))l∈L.

Clearly ϕL is a homomorphism, and the group HL is in C by assumption, so if we can
prove that ϕ|K is injective, then we are done. Suppose that k1, k2 ∈ K with k1 6= k2.
Then k1k

−1
2 ∈ L and ϕk1k−1

2
(k1) 6= ϕk1k−1

2
(k2). In particular ϕL(k1) 6= ϕL(k1),

which shows that ϕL is injective.
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6.4 Examples and permanence properties

We are now ready to begin proving some permanence properties for sofic groups and
give examples of sofic groups, including the residually finite groups and the amenable
groups. Most of the proofs in this section follows the ones presented in [CSC10,
Chapter 7].

Proposition 6.4.1. The sofic groups constitute a class of groups, and this class is
closed under passing to subgroups and taking finite direct products. Moreover if a
group is locally embeddable into the class of sofic groups, then it is itself sofic.

Proof. The fact that the sofic groups constitute a class of groups which is, moreover
closed under parsing to subgroups is straightforward to check.

Suppose that G1 and G2 are sofic. Let K ⊆ G1 × G2 be finite and let ε > 0.
Choose ε′ ∈ (0, ε] so that 2ε′ − ε′2 < ε and K1 ⊆ G1 and K2 ⊆ G2 both finite
so that K ⊆ K1 × K2. Choose also finite subsets Fi ⊆ Gi and (Ki, ε

′)-almost
homomorphisms ϕi : Gi → Sym(Fi), for i = 1, 2. Now let F = F1 × F2 and define
a map ϕ : G1 ×G2 → Sym(F ) by

ϕ(g1, g2)(f1, f2) =
(
ϕ1(g1)(f1), ϕ2(g2)(f2)

)
, (g1, g2) ∈ G1 ×G2

We aim at showing that ϕ is a (K, ε)-almost homomorphism. In fact, we will show
that it is a (K1×K2, ε)-almost homomorphism. Suppose that ki, k′i ∈ Ki, for i = 1, 2.
Then by Proposition 6.1.4 we know that

dF
(
ϕ(k′1k1, k

′
2k2), ϕ(k′1, k

′
2)ϕ(k1, k2)

)
= 1−

(
1− dF1

(
ϕ1(k′1k1), ϕ1(k′1)ϕ1(k1)

))
×(

1− dF2

(
ϕ2(k′2k2), ϕ2(k′2)ϕ2(k2)

))
Since ϕi is a (Ki, ε

′)-almost homomorphism, for i = 1, 2, we know that each of the
two terms in the product on the right hand side is greater than or equal to 1 − ε′, and
so it follows that

dF
(
ϕ(k′1k1, k

′
2k2), ϕ(k′1, k

′
2)ϕ(k1, k2)

)
≤ 1− (1− ε′)2 = 2ε′ − ε′2 ≤ ε

Now suppose that (k′1, k
′
2) 6= (k1, k2). Again by Proposition 6.1.4 we get

dF
(
ϕ(k′1, k

′
2), ϕ(k1, k2)

)
= 1−

(
1− dF1

(
ϕ1(k′1), ϕ1(k1)

))
×
(
1− dF2

(
ϕ2(k′2), ϕ2(k2)

))
Since the Hamming metric is always less than or equal to 1, we know that both terms
in the product on the right hand side are less than or equal to 1. Moreover, since ϕi is
a (Ki, ε

′)-almost homomorphism, for i = 1, 2 and (k′1, k
′
2) 6= (k1, k2), at least one of

the terms in the product is less than or equal to 1− (1− ε′) = ε′. From this it follows
that

dF
(
ϕ(k′1, k

′
2), ϕ(k1, k2)

)
≥ 1− ε′ ≥ 1− ε.

This proves thatϕ is a (K1×K2, ε)-almost homomorphism, and in particular a (K, ε)-
almost homomorphism. Thus G1 × G2 is sofic, which proves that the class of sofic
groups is closed under taking finite direct products.
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Last, suppose that G is a group which is locally embeddable into the class of sofic
groups. Let K ⊆ G be a finite subset and ε > 0. Since G is locally embeddable into
the class of sofic groups we can find some sofic group H and a K-almost homomor-
phism ϕ : G → H . Since H is sofic and ϕ(K) is finite, we can choose some finite
non-empty set F and a map ψ : H → Sym(F ) as in the definition of a sofic group.
But then ψ ◦ ϕ satisfy the requirement in the definition of a sofic group. Hence G is
sofic.

By combining the above proposition with Proposition 6.3.8, Corollary 6.3.9 and
Corollary 6.3.10 we obtain the following two corollaries.

Corollary 6.4.2. Suppose that (Gi)i∈I is a family of sofic groups. Then both
∏
i∈iGi

and
⊕

i∈I Gi are sofic.

Corollary 6.4.3. Suppose that (Gi)i∈I is a projective system of sofic groups. Then
the projective limit lim←−Gi is also sofic.

Let us recall the following theorem characterizing amenable groups as being those
groups that satisfy the Følner condition—see for example [BO08, Theorem 2.6.8] or
[CSC10, Proposition 4.1.7 & Theorem 4.9.1].

Theorem 6.4.4. A group G is amenable if and only if it satisfies the following condi-
tion known as the Følner condition: for every finite subset S ⊆ G and every ε > 0,
there exists a non-empty finite subset F ⊆ G, so that |F \ gF | < ε|F |, for all g ∈ S.

This theorem will be used to establish the following technical lemma, which, in
term, will enable use to prove Proposition 6.4.6 and Proposition 6.4.7. It essentially
states that for amenable groups one can choose the desired (K, ε)-almost homomor-
phism to be a bit more nice.

Lemma 6.4.5. Suppose that G is an amenable group, K ⊆ G a finite subset and
ε > 0. Then there exist F ⊆ G finite, E ⊆ F with |E| ≥ (1 − ε)|F | and a map
ϕ : G→ Sym(F ) so that

ϕ(k)(f) = kf, ϕ(h)(kf) = hkf and ϕ(hk)(f) = hkf,

for all h, k ∈ K and f ∈ F . In particular, ϕ(hk)(f) = (ϕ(h)ϕ(k))(f), for all
f ∈ E and h, k ∈ K, and ϕ(h)(f) 6= ϕ(k)(f), for all f ∈ E whenever h, k ∈ K
with h 6= k.

Proof. Let S = ({1G} ∪ K ∪ K−1)2, then S is finite with S = S−1 and K ⊆ S.
Since G is amenable, we can choose a non-empty finite subset F ⊆ G so that

1

|F |
|F \ gF | < ε

|S|
,

for all g ∈ S, by Theorem 6.4.4. Let E =
⋂
g∈S gF , and note that since S−1 = S

and 1G ∈ S, we have E ⊆ F and gE ⊆ g(g−1F ) = F . Furthermore, observe that

|F \ E| =
∣∣∣F \ ⋂

g∈S
gF
∣∣∣ =

∣∣∣ ⋃
g∈S

F \ gF
∣∣∣ ≤∑

g∈S
|F \ gF | ≤ |F |ε,

by the choice of F , so we get

|E| = |F | − |F \ E| ≥ |F | − ε|F | = (1− ε)|F |.
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Now that we have found E and F , and so we only need to construct the map ϕ. Let
g ∈ G. Since |gF | = |F |, we see that

|F \ gF | = |F | − |F ∩ gF | = |gF | − |F ∩ gF | = |gF \ F |,

and because of this we may now choose a bijection αg : gF \ F → F \ gF . Next, let
us define the map ϕ : G→ Sym(F ) as follows: for g ∈ G and f ∈ F , let

ϕ(g)(f) =

{
gf if gf ∈ F
αg(gf) if gf /∈ F

.

Is is straightforward to check that ϕ(g) is injective, and hence bijective, for all g ∈
G, which means that the map is well-defined. The properties we want for f follow
directly from the fact that kf ∈ F and hkf ∈ F , for all h, k ∈ K and f ∈ E, since
K ⊆ S, K2 ⊆ S and gE ⊆ F , for all g ∈ S.

Now, with the above lemma we can prove the following two proposition, the first
of which was originally proved by Weiss in [Wei00], and the second of which was
originally proved by Elek and Szabó in [ES06]. The proof—including the part in
Lemma 6.4.5—is from [CSC10], which is the same proof as the original one by Elek
and Szabó, but with different terminology.

Proposition 6.4.6. Every amenable group is sofic.

Proof. Suppose that G is an amenable group, K ⊆ G finite and ε > 0. Then it is
straightforward to check that the map ϕ from Lemma 6.4.5 is a (K, ε)-almost homo-
morphism.

Proposition 6.4.7. Extensions of sofic groups by amenable groups are sofic, that is,
if G is a group with a normal subgroup N ⊆ G, so that N is sofic and G/N is
amenable, then G is sofic.

Proof. Let K ⊆ G be finite and ε > 0. We may assume that ε < 1 and let ε′ =
1 −
√

1− ε. If π : G → G/N denote the quotient map, then since π(K) is finite we
can choose a finite set F1 ⊆ G/N , a subsetE1 ⊆ F1 and a map ϕ1 as in Lemma 6.4.5.
Let σ : G/N → G be a right inverse of π, that is, πσ = idG. Consider the set

M = {σ(f1)−1kσ(f2) : f1, f2 ∈ F1, k ∈ K} ∩N.

This set is clearly finite since K and F1 are finite, so we may choose some finite set
F2 and a (M, ε′)-almost homomorphism ϕ2 : N → Sym(F2). Let F = F1 × F2 and
define Φ : G→ Sym(F ) as follows

Φ(g)(f1, f2) =

(
ϕ1(π(g))(f1)

ϕ2

(
σ(π(g)f1)−1gσ(f1)

)
(f2)

)
, g ∈ G, (f1, f2) ∈ F.

The values of the map are written in column form purely for convenience. We will
show that this map is a (K, ε)-almost homomorphism. Let us start by showing that it
is well-defined, that is, for g ∈ G and f1 ∈ F1 we have σ(π(g)f1)−1gσ(f1) ∈ N .
This though is easy, since it follows directly from the fact that

π
(
σ(π(g)f1)−1gσ(f1)

)
= π(σ(π(g)f1))−1π(g)π(σ(f1))

= (π(g)f1)−1π(g)f1

= 1G/N .
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Fix h, k ∈ K and let f1 ∈ F1. Let

m = σ(π(k)f1)−1kσ(f1) and m′ = σ(π(hk)f1)−1hσ(π(k)f1). (6.1)

Clearly m,m′ ∈M , so since ϕ2 is a (M, ε′)-almost homomorphism, the set

Ef1 = {f ∈ F2 : ϕ2(m′m)(f) = (ϕ2(m′)ϕ2(m))(f)}

has cardinality larger than (1− ε′)|F2|. In other words, |Ef | ≥ (1− ε′)|F2|. Now if
f2 ∈ Ef1 , then (using the notation m and m′ in (6.1) again—just to shorten notation),

(Φ(h)Φ(k))(f1, f2) = Φ(h)

(
ϕ1(π(k))(f1)

ϕ2

(
σ(π(k)f1)−1kσ(f1)

)
(f2)

)

= Φ(h)

(
π(k)f1

ϕ2(m)(f2)

)
=

(
ϕ1(π(h))(π(k)f1)

ϕ2

(
σ(π(h)π(k)f1)−1hσ(π(k)f1)

)
(ϕ2(m)(f2))

)

=

(
π(h)π(k)f1

ϕ2(m′)(ϕ2(m)(f2))

)
,

where the second and forth equality follow from the fact that f1 ∈ E1. Since f2 ∈
Ef1 , we know that ϕ2(m′)(ϕ2(m)(f2)) = ϕ2(m′m)(f2)), and so it follows that

(Φ(h)Φ(k))(f1, f2) =

(
π(hk)f1)

ϕ2(m′m)(f2))

)
.

If we calculate m′m, we see that

m′m = σ(π(hk)f1)−1hσ(π(k)f1)σ(π(k)f1)−1kσ(f1)

= σ(π(hk)f1)−1hkσ(f1),

and so we conclude that

(Φ(h)Φ(k))(f1, f2) =

(
π(hk)f1)

ϕ2(m′m)(f2))

)
= Φ(hk)(f1, f2).

So far we know that (Φ(h)Φ(k))(f1, f2) = Φ(hk)(f1, f2), whenever f1 ∈ E1 and
f2 ∈ Ef1 , or, in other word, (Φ(h)Φ(k))(f) = Φ(hk)(f), for all f ∈ E, where

E =
⋃

f1∈E1

{f1} × Ef1

Clearly this is a disjoint union, and so, if we recall that |E1| ≥ (1 − ε′)|F1| and
|Ef1 | ≥ (1− ε′)|F2|, we then get

|E| =
∑
f1∈E1

|{f1} × Ef1 |

≥
∑
f1∈E1

(1− ε′)|F2|

≥ (1− ε′)2|F1||F2|
= (1− ε)|F |.
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From this it follows that

dF
(
Φ(hk),Φ(h)Φ(k)

)
≤ 1

|F |
(
|F | − |E|

)
≤ ε.

Next suppose that h 6= k. We consider two cases. Suppose first that π(h) 6= π(k).
Then for f ∈ E1, we know that ϕ1(π(h))(f) = π(h)f 6= π(k)f = ϕ1(k)(f). In
particular,

Φ(h)(f1, f2) 6= Φ(k)(f1, f2),

for all (f1, f2) ∈ E1 × F2, since the first coordinates are different. Now because

|E1 × F2| = |E1||F2| ≥ (1− ε′)|F1||F2| = (1− ε′)|F |,

we get that

dF
(
Φ(h),Φ(k)

)
≥ 1

|F |
|E1 × F2| ≥ (1− ε′) ≥ (1− ε).

Suppose instead that π(h) = π(k), then for f1 ∈ F1 we have

σ(π(h)f1)−1hσ(f1) = σ(π(k)f1)−1hσ(f1) 6= σ(π(k)f1)−1kσ(f1).

Let us denote the left hand side by gh and the right hand side by gk. Since ϕ2 is
an (M, ε′)-almost homomorphism, there exists a set B ⊆ F2 so that ϕ2(gh)(f) 6=
ϕ2(gk)(f), for all f ∈ B and with |B| ≥ (1 − ε′)|F2|. In particular Φ(h)(f1, f2) 6=
Φ(k)(f1, f2), for all (f1, f2) ∈ F2 × B since the second coordinates do not agree.
From this it follows that

dF (Φ(h),Φ(k)) ≥ 1

|F |
|F1 ×B| ≥

1

|F |
(1− ε′)|F1||F2| ≥ (1− ε).

Thus, since h, k ∈ K where arbitrary, we conclude that Φ is a (K, ε)-almost homo-
morphism, and that G must then be sofic.

6.5 Embedding in ultraproducts

In the setting of sofic groups there is an analogue of Proposition 5.2.1, namely Propo-
sition 6.5.2. In fact, this is the original result that Elek and Szabó proved in [ES05].

Clearly, the group Sym(F ) is sofic when F is a finite non-empty set, and the
following proposition shows that metric ultraproducts of such finite symmetric groups
is sofic.

Proposition 6.5.1. Suppose that I is an index set, ω an ultrafilter on I and (Fi)i∈I a
family of finite sets. Then the metric ultraproduct

∏ω
i∈I Sym(Fi) is sofic.

Proof. Suppose that K ⊆ Gω is finite and ε > 0 (we may also assume that ε < 1).
Let Gi denote the group Sym(Fi) and for each g ∈ Gω choose a representative g̃ =
(g̃i)i∈I ∈ GI , that is, g = g̃Nω . If k1, k2 ∈ K with k1 6= k2 then dω(k̃1, k̃2) > 0,
and so if we let

t = 2−1 min{dω(k̃1, k̃2) : k1, k2 ∈ K, k1 6= k2},



6.5. EMBEDDING IN ULTRAPRODUCTS 111

then 0 < t ≤ 1
2 . Choose an integer m so that (1 − t)m ≤ ε. This is possible since

0 < (1− t) < 1. From this we get that 1− (1− t)m ≥ 1− ε. Choose also s ∈ (0, 1)
with 1 − (1 − s)m ≤ ε, which is possible since 1 − (1 − x)m → 0 as x → 0. To
summarize, we have chosen t, s and m so that, for all h, k ∈ K,

dω(h, k) ≥ 2t, 1− (1− t)m ≥ 1− ε and 1− (1− s)m ≤ ε.

For h, k ∈ K we have h̃kNω = hk = h̃Nωk̃Nω = h̃k̃Nω , where the last equality
follows from the fact that Nω is normal. But because h̃kNω = h̃k̃Nω , we have
dω(h̃k, h̃k̃) = 0. In particular, if we let

A(h, k) = {i ∈ I : dFi((h̃k)i, h̃ik̃i) ≤ s},

then A(h, k) ∈ ω. If h 6= k then dω(h̃, k̃) ≥ 2t, and so since t > 0 the set

B(h, k) = {i ∈ I : dFi(h̃i, k̃i) ≥ t}

belongs to ω. From this we deduce that the set

S =
( ⋂
h,k∈K

A(h, k)
)
∩
( ⋂
h,k∈K
h6=k

B(h, k)
)

is in ω, since it is a finite intersection of sets of ω. In particular, it is non-empty.
Choose j ∈ S. Then, for h, k ∈ K we have dFj ((h̃k)j , h̃j k̃j) ≤ s, and if h 6= k

then dFj (h̃j , k̃j) ≥ t. Now, if we define a map ψ : Gω → Sym(Fj) by ψ(g) = g̃j ,
then by the choice of j we know that dFj (ψ(hk), ψ(h)ψ(k)) ≤ s and if h 6= k then
dFj (ψ(h), ψ(k)) ≥ t. Now consider the Cartesian product F = Fj × Fj × · · · × Fj
(m factors) and define a map ϕ : Gω → Sym(F ) by

ϕ(g)(f1, f2, . . . , fm) =
(
ψ(g)(f1), ψ(g)(f2), . . . , ψ(g)(fm)

)
,

for all g ∈ Gω and (f1, f2, . . . , fm) ∈ F . Suppose that h, k ∈ K, then it follows from
Lemma 6.1.4 and the choice of s that

dF (ϕ(hk), ϕ(h)ϕ(k)) = 1− (1− dFj (ψ(hk), ψ(h)ψ(k)))m

≤ 1− (1− s)m ≤ ε.

If, moreover we assume that h 6= k, then by the choice of t

dF (ϕ(h), ϕ(k)) = 1− (1− dFj (ψ(h), ψ(k)))m

≥ 1− (1− t)m ≥ 1− ε.

This shows that ϕ is a (K, ε)-almost homomorphism, and thus Gω is sofic.

Proposition 6.5.2. A group is sofic if and only if it there exist an index set I , an
ultrafilter ω on I and a family of finite sets (Fi)i∈I such that the group embeds into
the metric ultraproduct of the groups

∏ω
i∈I Sym(Fi).

Proof. If the group embeds into such a metric ultraproduct, then the group is sofic
since it is isomorphic to a sofic group, by Proposition 6.5.1.

Conversely, suppose that G is a sofic group. Let F denote the set of finite subsets
of G and let I = F × N. For each K ∈ F and n ∈ N, choose a finite set K(F,n)



112 CHAPTER 6. SOFIC GROUPS

and a (KF,n),
1
n )-almost homomorphism ϕ(F,n) : G → Sym(K(F,n)). Let ω be an

ultrafilter on I containing all the sets {(K ′, n′) ∈ I | K ⊆ F ′, n ≤ n′}. Such an
ultrafilter exists by Proposition 1.6.3. Now define a map ϕ : G→

∏ω
i∈I Sym(K(F,n))

by ϕ(g) = [(ϕi(g))i∈I ]. It is straightforward to show that ϕ is in fact a group ho-
momorphism with dω(g, h) = 1 for g, h ∈ G with g 6= h. In particular, ϕ is an
embedding of G into a metric ultraproduct of the desired type.

6.6 Summary

Let us make a summary of what we have proved in this chapter. Most importantly,
we have proved that sofic groups are hyperlinear, and thus—if countable—satisfy
the Connes Embedding Conjecture for Groups. Besides this, we have characterized
sofic groups in terms of their embeddings in ultraproduct of finite symmetric groups,
we have proved some permanence properties of sofic groups, and have given some
examples of classes of sofic groups.

Let us start with the examples of sofic groups. We have introduced various prop-
erties for groups. First of all we have introduced the concepts of residually finite,
residually amenable, locally residually finite, locally residually amenable, locally em-
beddable in the class of finite groups and locally embeddable in the class of amenable
groups, and other such. There are some obvious implications between these properties
and there are some which we have proved, but there are also some not so obvious one.
Some of this can be captured in the following diagram

finite

��

+3 amenable

��
residually finite

��

+3 residually amenable

��
locally residually

finiteKS

��

+3 locally residually
amenableKS

��
locally embeddable

in the class of
finite groups

+3 locally embeddable
in the class of

amenable groups

Let us discuss why the different implications are true, and then why those left out are
not. Clearly finite implies residually finite and amenable implies residually amenable.
The rest of the vertical implications follow from Proposition 6.3.12 and the discussion
just above the same, since the class of finite groups and the class of amenable groups
are both closed under passing to subgroups and taking finite direct products. We know
that finite groups are amenable, and the horizontal implications follows just from this
fact and the definition of the involved concepts.

Let us know discuss why the implications left out in the above diagram are not
true. Clearly, neither amenable nor residually finite implies finite, a counterexample
could be Z. The free group F2 on two generators is non-amenable, but residually finite
and hence residually amenable, so residually amenable does not imply amenable.
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Next, consider the subgroup G of the set Sym(Z) of permutations of Z gener-
ated by the bijection n 7→ n + 1, n ∈ N, and the transposition (0 1). By [CSC10,
Proposition 7.3.9] the group G is amenable and locally embeddable into the class of
finite groups, but not residually finite. From this we deduce that locally residually
finite does not imply residually finite. In fact, this example also show that residually
amenable does not imply residually finite, given that amenable imply locally residu-
ally amenable.

The Baumslag-Solitar groups, denoted BS(n,m), n,m ∈ Z are two generator
one relation groups. The group BS(n,m) is given by 〈a, b | a−1bna = bm〉, that
is, the group on two generators, a and b, with relation a−1bna = bm. In the article
[BS62] of 1962 Gilbert Baumslag and Donald Solitar proved that, in many cases—
the cases where n and m are what is called meshed—the group BS(n,m) is non-
Hopfian (see [CSC10, Definition 2.4.1] or [BS62] for the definition). One of these
cases is BS(2, 3). In particular, by [CSC10, Theorem 2.4.3] the group BS(2, 3) is
not residually finite. It was proved in [Kro90] by Peter Kopholler that the Baumslag-
Solitar group BS(2, 3) is residually solvable. In particular, it is residually amenable
and locally embeddable into the class of amenable groups. This was also the case with
the group G above, but in this case the group is not locally embeddable into the class
of finite groups, since this is equivalent to being residually finite for finitely presented
groups (see [CSC10, Proposition 7.3.8]. Thus locally embeddable in the class of
amenable groups does not imply locally embeddable into the class of finite groups.
Given the equivalences we already know, we also get that locally residually amenable
does not imply locally residually finite. To summarize, we have the following inverted
diagram, where × +3 means that the implication is false

finite
KS

×

ks × amenable
KS

×

residually finite
KS

×

ks × residually amenable
KS

×
locally residually

finite
ks × locally residually

amenable

locally embeddable
in the class of
finite groups

ks ×
locally embeddable

in the class of
amenable groups

Now, let us connect all this to the class of sofic groups. By Proposition 6.3.12
and Proposition 6.4.1 we know that sofic, residually sofic, locally residually sofic and
locally embeddable into the class of sofic groups are equivalent. By Proposition 6.4.6
amenable groups are sofic. Hence the following diagram
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amenable
KS

×
��

ks ×
+3

sofic +3
KS

��

hyperlinear

residually amenable
KS

×
��

ks ×
+3

residually sofic
KS

��
locally residually

amenableKS
×
��

+3 locally residually
soficKS

��
locally embeddable

in the class of
amenable groups

+3 locally embeddable
in the class of
sofic groups

Let us discuss some permanence properties of sofic groups. More precisely, recall
that we have proved the following:

� subgroups of sofic groups are sofic;

� direct products of sofic groups are sofic;

� direct sums of sofic groups are sofic;

� projective limits of sofic groups are sofic;

� extension of sofic groups by amenable groups are sofic.

Besides these, there are some other permanence properties of sofic groups known to
be true:

� injective limits limits of sofic groups are sofic;

� free products of sofic groups with amalgamation over amenable groups are
again sofic.

The proof that injective limits of sofic groups are sofic is due to Elek and Szabó,
proved in [ES06]. In this article they also proved that the free product of sofic groups
are sofic. This was later generalized to free product of sofic groups with amalgamation
over amenable groups, independently by Păunescui in [Pău11], respectively, Elek and
Szabó in [ES11].



Appendix A

Various results needed

This chapter contains a few results which we prove, but with the help of references,
which to do not instead to prove. We will, as much as possible, explain what these
result say, and how they are used in this thesis. More explicitly, the results in this
chapter which are used in this thesis are: Theorem A.1.5 and Corollary A.2.3. These
results are used in Section 3.4, and only in this section.

A.1 Free products of von Neumann algebras

The purpose of this section is to prove that every finite von Neumann algebra with sep-
arable predual embeds into a von Neumann algebra II1-factor with separable predual,
in a trace-preserving way. We start by introducing the free product of Hilbert spaces,
and then the free product of von Neumann algebras. The mentioned result relies on a
result on factoriality of free product of von Neumann algebras, that we state without
a proof.

In general, the theory of free products is part of the theory of free probability,
which was introduced by Dan-Virgil Voiculescu in the 1980’s. Voiculescu introduced
free probability with the purpose of investigating the free group factor problem, that is,
the problem of determining whether there are isomorphisms between the free group
factors. For more material on free probability, including some of the constructions
considered here, the reader may consult [VDN92].

Suppose that I is an index set, and, for each i ∈ I , that Hi is a Hilbert space with
some distinguished unit vector ξi—which just mean a predetermined unit vector. For
each i ∈ I let Hoi denote the orthogonal complement of ξi in Hi. The free product
of this family if Hilbert spaces, is defined to be the Hilbert space

H = Cξ ⊕
⊕
n∈N

( ⊕
i1 6=i2 6=... 6=in

Hoi1 ⊗H
o
i2 ⊗ · · · ⊗ H

o
in

)
,

where is is implicit that the indexes i1, i2, . . . , in are all in I . We denote this free
product by ?i∈I(Hi, ξi). Note that ξ is just a symbol we use for what will denote the
distinguished unit vector of H. Suppose now that, for each i ∈ I , we are given a von
Neumann algebra Mi acting on Hi. For each j ∈ J let Kj denote the Hilbert space
given by

Kj = Cξ ⊕
⊕
n∈N

( ⊕
i1 6=i2 6=...6=in

j 6=i1

Hoi1 ⊗H
o
i2 ⊗ · · · ⊗ H

o
in

)
,

115
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and letKoj denote the orthogonal complement of ξ inKj . Fix some j ∈ I . With a little
thought, one can convince one self, that we get, by rewriting and using the distributive
law, that

H = Cξ ⊕Koj ⊕Hoj ⊕ (Hoj ⊗Koj ).

Obviously the maps η 7→ ξ ⊗ η and η′ 7→ η′ ⊗ ξ are isomorphisms Hilbert spaces
Koj ∼= Cξ ⊗Koj andHoj ∼= Hoj ⊗ Cξ, respectively. Using these we get that

H ∼= Cξ ⊕ (Cξ ⊗Koj )⊕ (Hoj ⊗ Cξ)⊕ (Hoj ⊗Koj ) = (Cξ ⊕Hoj )⊗ (Cξ ⊕Koj )

SinceHj ∼= Cξ ⊕Hoj , we see that

H ∼= (Cξ ⊕Hoj )⊗Kj ∼= Hj ⊗Kj .

To summarize, we have a unitary operator Uj : Hj ⊗Kj → H, so that

Uj(ξj ⊗ ξ) = ξ, Uj(η ⊗ ξ) = η,

Uj(ξj ⊗ η′) = η′ and Uj(η ⊗ η′) = η ⊗ η′,

for all η ∈ Hoj and η′ ∈ Koj . Now, define a ∗-homomorphism ρj : Mj → B(H) by

ρj(x) = Uj(x⊗ 1Kj )U
∗
j , x ∈Mj .

Since Uj is unitary, this map is clearly unital and injective. Before we go on to define
the free product of von Neumann algebras. Let us just prove the following proposition
about these representations:

Proposition A.1.1. In the setup above, we have for each j ∈ I that:

(i) the map ρj is a faithful unital representation of Mj , which is ultraweak opera-
tor-to-weak operator continuous;

(ii) the image of Mj by ρj is a von Neumann subalgebra of B(H);

(iii) for each x ∈Mj we have that 〈xξj | ξj〉 = 〈ρj(x)ξ | ξ〉;

(iv) if {xβ : β ∈ B} is a generating set of Mj , that is, if {xβ : β ∈ A}′′ = Mj ,
then {ρj(xβ) : β ∈ B} is a generating set for ρj(Mj);

(v) if {xjα : α ∈ Aj} is a generating set of Mj , for each j ∈ I , then {ρj(xjα) : j ∈
I, α ∈ Aj} is a generating set for ?i∈IMj .

Proof. Let us start from the top. The first assertion follows from Proposition 1.2.12.
The second assertion follows from the first point, because if we know that the map is
ultraweak operator-to-weak operator continuous, then it is in particular weak operator-
to-weak operator continuous, and so the image of the unit ball must be weak operator
compact. Thus, since the map is isometric, the unit ball of ρj(Mj) is weak operator
compact, and the image is therefore a von Neumann algebra. Now, for x ∈ Mj we
see that

〈ρj(x)ξ | ξ〉 = 〈(x⊗ 1Kj )ξj ⊗ ξ | ξj ⊗ ξ〉 = 〈xξj | ξj〉‖ξ‖2 = 〈xξj | ξj〉.

The last assertions follows directly from Proposition 1.3.9 together with the first two
assertions.
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Now, we come to the definition. The free product of the von Neumann algebras
(Mi)i∈I is defined to be the von Neumann algebra (

⋃
i∈I ρi(Mi))

′′, and is denoted
by ?i∈IMi. This free product of course depends on the choice of distinguished unit
vector for each of the Hilbert spaces.

There is also another notion of free product of von Neumann algebras. Suppose
that, for each i ∈ I , the von Neumann algebra Mi is equipped with a normal faithful
state φi, then we may form the GNS construction (πφi ,Hφi , ξφi) corresponding to
φi. In this case we denote by ?i∈I(Mi, φi) the free product ?i∈Iπφi(Mi) of the
family of von Neumann algebras (πφi(Mi))i∈I acting on the free product Hilbert
space ?i∈I(Hφi , ξφi). Let us make some observations about this free product—which
we do not prove.

Proposition A.1.2. In the setup above, and with φ denoting the vector state corre-
sponding to ξ, it holds that:

(i) for each j ∈ I and x ∈Mj , we have that φ(ρj(x)) = φj(x);

(ii) if φj is a trace, for each j ∈ I , then ξ is a cyclic and separating trace vector for
?i∈I(Mi, φi). In particular, φ is a faithful trace. In particular, ?i∈I(Mi, φi) is
countably decomposable.

The first assertion is straight forward to check, just by calculating. For the last
assertion, see [VDN92, Remark 1.6.6], and note that ξj is a cyclic and separating
trace vector for Mj if φj is a trace, for each j ∈ I .

Remark A.1.3. It follows from the above proposition, that if (M )i∈I is a family of
finite von Neumann algebras, and τi is a faithful normal trace on Mi, for each i ∈ I ,
then ?i∈I(Mi, τi) is a finite von Neumann algebra, since it possesses a faithful trace.
Let us show that in addition I has more than two elements, then the free product
?i∈I(Mi, τi) is infinite dimensional. So let i, j ∈ I be distinct. First, note that the
Hilbert spaceH must be infinite dimensional, since it contains the sequence

Hi, Hi ⊗Hj , Hi ⊗Hj ⊗Hi, Hi ⊗Hj ⊗Hi ⊗Hj , . . .

of orthogonal subspaces ofH. Second, let us show that, ifK is an infinite dimensional
Hilbert space, and A ⊆ B(K) a C∗-algebra with a cyclic vector η, then A is infinite
dimensional. This will clearly imply that ?i∈I(Mi, τi) is infinite dimensional, since
H is infinite dimensional and ξ is a cyclic vector. So suppose that n ∈ N and let us
show that A has dimension larger than n. Since AK is a dense subspace of an infinite
dimensional Hilbert space, it must itself be infinite dimensional. Let η1, η2, . . . , ηn be
a set of non-trivial linearly independent vectors in Aη. For each k ∈ {1, 2, . . . , n}
choose xk ∈ A so that ηk = xkη. The claim is now, that the vectors x1, x2, . . . , xn
are linearly independent. Suppose that λ1, λ2, . . . , λn are complex numbers, such
that λ1x1 + λ2x2 + . . . + λnxn = 0. By applying this operator to η we get that
λ1η1 +λ2η2 + . . .+λnηn = 0, and so since these vectors where linearly independent,
we conclude that λ1 = λ2 = . . . = λn = 0. Thus the set x1, x2, . . . , xn are linearly
independent, and it follows that the dimension of A is greater than or equal to n, so
since n was arbitrary, we conclude that A is infinite dimensional. J

We are now interested in when the free product of von Neumann algebras is a
factor. The following result—of which we omit the proof—gives a sufficient criteria
for when this is the case. The result is due to Kenneth J. Dykema. More precisely, the
theorem below is a combination of Theorem 2.5 and Lemma 3.2 in [Dyk94].
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Theorem A.1.4. Suppose that M1 and M2 are von Neumann algebras with normal
faithful states φ1 and φ2, respectively, such that both M1 and M2 have linear dimen-
sion greater than or equal to two, and at least one has linear dimension greater than
or equal to three. If neither M1 nor M2 contains a minimal projection p, such that
φ1(p) > 1

2 or φ2(p) > 1
2 , respectively, then the free product (M1, φ1) ? (M2, φ2) is

a factor.

Now, we are ready to prove the following theorem, which is the purpose of this
section.

Theorem A.1.5. Every finite and countably decomposable von Neumann algebra em-
beds into a II1-factor in a trace preserving way. Also, if the finite von Neumann al-
gebra has separable predual, then it embeds into a von Neumann algebra II1-factor
with separable predual.

Proof. Let M be a finite von Neumann algebra, let M1 denote the direct sum M⊕M
and let M2 denote the von Neumann algebra `3∞ acting on C3 as diagonal operators.
Choose a faithful normal tracial state τ on M . This is possible by Theorem 1.3.6. Let
φ1 and φ2 denote the faithful normal tracial states on M1 and M2 given by

φ1(x⊕ y) =
1

2
(τ(x) + τ(y)) and φ2(ξ1, ξ2, ξ3) =

1

3
(ξ1 + ξ2 + ξ3),

for x, y ∈ M and (ξ1, ξ2, ξ3) ∈ M2, respectively. Clearly M1 has linear dimension
greater than or equal to two, and M2 linear dimension equal to three. Also, every
minimal projection in M has trace less than or equal to 1

2 , since all minimal projec-
tions are of the form p ⊕ 0 or 0 ⊕ p for some minimal projection p ∈ M , and all
the minimal projections in M2 has trace equal to 1

3 , so by Theorem A.1.4 we get that
the free product M1 ? M2 is a factor. By Remark A.1.3 the free product is a finite
von Neumann algebra since it has a faithful normal trace τ?, which restricts the φ1,
when M1 is embedded into M1 ? M2, and infinite dimensional since we are taking
free product with more than one factor. Thus we conclude that M1 ? M2 must be a
II1-factor.

Suppose that M has separable predual, and let us show that so does M1 ? M2.
Since M has separable predual, it has a finite generating set X by Theorem 1.3.11.
The set {x ⊕ y : x, y ∈ X} is clearly also countable, and it generates M1. The von
Neumann algebra M2 is clearly finitely generated, so both M1 and M2 are countably
generated, and it follows from Proposition A.1.1 that M1 ?M2 is also countably gen-
erated. Since we know that M1 ?M2 is a finite von Neumann algebra with a faithful
normal trace τ?, it is countably decomposable. Thus M1 ?M2 has separable predual
by Theorem 1.3.11, since it is countably generated and countably decomposable.

With this last result we conclude this section. All in all, it seemed straight forward
and easy to prove. But the bulk of proving this theorem, lies in the result on factoriality
of free products, which we skipped. So to complete this proof without a reference, one
would need to work a bit harder than this.

A.2 Amenable traces

In this section we state a theorem about amenable traces, and prove a corollary of
this theorem. This corollary gives a sufficient condition for when a unital separable
C∗-algebra embeds into an ultrapower of the hyperfinite II1-factor.
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Let us start by defining what it means for a trace to be amenable.

Definition A.2.1. Let H be a Hilbert space, and A ⊆ B(H) a C∗-algebra. A tracial
state τ onA is called amenable, if it extends to a state φ on B(H), such that φ(xy) =
φ(yx), whenever x ∈ A and y ∈ B(H). J

The next theorem is part of an important theorem on amenable traces. This theo-
rem will allow us to obtain the result we need. We will not prove the theorem, and a
proof can be found in [BO08, Theorem 6.2.7 & Remark 6.2.8].

Theorem A.2.2. If A is a unital separable C∗-algebra, and τ is an amenable trace
onA, then there exist a sequence of natural numbers (k1, k2, k3, . . .), and a sequence
of unital completely positive maps φn : A →Mkn , such that

(i) τ(x) = limn→∞ trknφn(x), for all x ∈ A;

(ii) limn→∞ ‖φn(xy)− φn(x)φn(y)‖2 = 0, for all x, y ∈ A.

Corollary A.2.3. Suppose that A is a unital separable C∗-algebra, with a trace τ . If
there exist a faithful representation π : A → B(H) of A on a Hilbert space H, such
that the induced trace on π(A), given by π(x) 7→ τ(x), x ∈ A, is amenable, then
there is a trace-preserving ∗-homomorphism from A into Rω , for any choice of free
ultrafilter ω on N.

Proof. Let τ̂ denote the tracial state on R, and let τ ′ denote the trace π(x) 7→ τ(x)
on π(A). Choose a sequence of natural numbers (k1, k2, k3, . . .) and a sequence of
unital completely positive maps φn : π(A) → Mkn , with the properties that τ ′(x) =
limn→∞ trknφn(x) and limn→∞ ‖φn(xy) − φn(x)φn(y)‖2 = 0, for all x, y ∈ A.
Since R contains a von Neumann algebra subfactor of type Ikn , for all n ∈ N, we
may assume that φn is a unital completely positive map from π(A) to R, for each
n ∈ N, with the properties that τ ′(x) = limn→∞ τ̂ ◦ φn(x) and limn→∞ ‖φn(xy)−
φn(x)φn(y)‖2 = 0, for all x, y ∈ A. Now, let ω be a free ultrafilter on N, and define
ρ : A → Rω by ρ(x) = [(φn(π(x)))n∈N] for x ∈ A. Since

lim
n→∞

‖φn(π(xy))− φn(π(x))φn(π(y))‖2 = 0

and ω is a free ultrafilter, we conclude that ρ is multiplicative. Also, since

τ(x) = τ ′(π(x)) = lim
n→∞

τ̂(φn(π(x))),

for all x ∈ A, we conclude that τ̂ω(ρ(x)) = τ(x), that is, ρ is trace-preserving.
Because the maps (φn)n∈N are all linear and Hermitian, it follows that also ρ(x∗) =
ρ(x)∗, for all x ∈ A. Thus ρ is a trace preserving ∗-homomorphism as desired.





Appendix B

Operator spaces and operator systems

This appendix is about operator spaces, operator systems, completely bounded maps
and completely positive maps. We will mostly deal with operator systems and com-
pletely positive maps, since these are used the most throughout the thesis. Also for
this reason we introduce operator systems before introducing operator spaces, even
though the latter is a generalization of the former. This causes some redundancy, but
not much.

In this thesis operator spaces and systems will always be subsets of C∗-algebras.
There is also an abstract definition of operator spaces and operator systems which
does not refer to any ambient C∗-algebra, but since all operator spaces and systems
are occurring in this thesis is, in fact, subspaces of C∗-algebras, this seems natural.

We start by introducing the notation connected to operator spaces and systems.
For a linear space V and n,m ∈ N, we let Mn,m(V ) denote the n × m matrices
over V , that is, the set of n × m matrices whose entries are elements of V . This is
again a linear space, with entry-wise operations, and when m = n we will denote
Mn,n(V ) by Mn(V ). Elements of Mn,m(V ) are usually denoted by [vi,j ] indicating
that vi,j ∈ V for all i = 1, . . . , n and j = 1, . . . ,m, and that the entry in the i’th row
and j’th column is vi,j . In some cases, where it is less clear which index corresponds
to the row and which corresponds to the column, we will use the notation [vi,j ]i,j to
indicate that i denotes the row index and j denotes the column index. If we are given
v ∈ Mn,m(V ) and w ∈ Mp,q(V ), then we define v ⊕ w the be the element[

v 0
0 w

]
∈ Mn+p,m+q(V ).

In the special case where V = C we will denote Mn,m(C) by Mn,m, respectively,
Mn(C) by Mn. We will denote the standard matrix units in Mn,m by Ei,j , i =
1, 2, . . . , n and j = 1, 2, . . . ,m, meaning that Ei,j is the n × m complex matrix in
Mn,m having 1 in the i, j’th entry and zeroes elsewhere.

Given two linear spaces V and W , a linear map φ : V → W and n,m ∈ N, we
will let φn,m denote the linear map

φn,m : Mn,m(V )→ Mn,m(W ) defined by [vi,j ] 7→ [φ(vi,j)],

and φn the linear map φn,n. Clearly φn+p,m+q(v ⊕w) = φn,m(v)⊕ φp,q(w), when-
ever v ∈ Mn,m(V ) and w ∈ Mp,q(V ). Also, if we are given another linear map ψ, for
which the composition ψ ◦ φ makes sense, then (ψ ◦ φ)n = ψn ◦ φn, for all n ∈ N.
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There is a canonical identification Mn,m(V ) with the tensor product V ⊗Mn,m,
namely via the map

[vi,j ] 7→
n∑

i,j=1

vi,j ⊗ Ei,j ; Mn(V ) −→ V ⊗Mn,m.

This identification will sometimes be used without being mentioned. An advantage
of this, is that the notation sometimes becomes easier when expressing it in terms of
this tensor product, for example, the matrix in Mn(V ) having a in the i, j’th entry and
zeroes elsewhere corresponds to the element a ⊗ Ei,j . With this notatin we see that,
for a lienar map φ : V →W , the map φn,m just corresponds to φ⊗ 1n,m.

B.1 Operator systems

We start with the definition of an operator system. Afterwards we will explain what
structure operator systems posses that makes them so interesting.

Definition B.1.1. A linear subspace S of a unital C∗-algebra is called an operator
system if it is self-adjoint and contains the unit. J

Suppose that A is a C∗-algebras, and consider the set Mn(A) of n × n matrices
over A. This linear space can be given the structure of a ∗-algebra in the canoni-
cal way. More precisely, we already know the linear structure, the multiplication is
defined as the i, j’th entry of a producta1,1 . . . a1,n

...
. . .

...
an,1 . . . an,n


b1,1 . . . b1,n

...
. . .

...
bn,1 . . . bn,n


being the sum

∑n
k=1 ai,kbk,j and the involution given bya1,1 . . . a1,n

...
. . .

...
an,1 . . . an,n


∗

=

a
∗
1,1 . . . a∗n,1
...

. . .
...

a∗1,n . . . a∗n,n

 .
These rules just follow the usual rules for multiplication and involution in the matrices
Mn, and indeed, ifA = C, then the structure described above is the usual structure of
Mn. If A is unital, then Mn(A) is unital as well, with unit being the diagonal matrix
having 1 in the diagonal, that is, the matrix 1⊕ 1⊕ · · · ⊕ 1 (n copies).

There is also a canonical choice of norm on Mn(A). To describe this norm sup-
pose first that A is a concrete C∗-algebra, that is, if A = B(H), for some Hilbert
space H. For n ∈ N, there is a natural identification of Mn(B(H)) with the space
B(H⊕n). Namely, by letting a matrix [xi,j ] in Mn(B(H)) correspond to the operator
onH⊕n given byx1,1 . . . x1,n

...
. . .

...
xn,1 . . . xn,n


ξ1...
ξn

 =

x1,1ξ1 + · · ·+ x1,nξn
...

xn,1ξ1 + · · ·+ xn,nξn

 ,
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for each (ξ1, . . . , ξn) ∈ H⊕n. In this way we get an induced norm on Mn(B(H)),
which obviously makes Mn(B(H)) a C∗-algebra. It is straightforward to check, that
for an element [xi,j ] ∈ Mn(B(H)), this norm satisfies

max
i,j
‖xi,j‖ ≤

∥∥∥∥∥∥∥
x1,1 . . . x1,n

...
. . .

...
xn,1 . . . xn,n


∥∥∥∥∥∥∥ ≤

n∑
i,j=1

‖xi,j‖.

These inequalities will be referred to as the standard matrix estimates, since they
are immensely useful, and we will be referring to them a couple of times. In fact, the
latter inequality is actually just the triangle inequality.

Now, for general A, we may choose some faithful representation π on a Hilbert
spaceK. The map πn : Mn(A)→ Mn(B(K)) then becomes an injective ∗-homomor-
phism. The fact that it is injective follows from the standard matrix estimates. In
this way we obtain a norm on Mn(A), and it also follows from the standard matrix
estimates, that this norm makes Mn(A) into a C∗-algebra. In particular, this norm is
independent of the choice of faithful representation, by uniqueness of the norm on a
C∗-algebra.

Another way of describing the norm on Mn(A) for a C∗-algebra A is the follow-
ing. As mentioned in the beginning of this appendix, we may identify Mn(A) with
the space A ⊗Mn in a natural way. It is easy to check that the structure on Mn(A)
described above is just the usual ∗-algebra structure on A ⊗Mn, which makes this
space into a C∗-algebra. In particular, with the chosen structure, the identification of
Mn(A) with A⊗Mn is a ∗-isomorphism.1

Now, returning to the operator systems, we see that if S is an operator system,
say with ambient C∗-algebra A, then for each n ∈ N, we get an induced norm on
Mn(S) from the inclusion Mn(S) ⊆ Mn(A). We also see that Mn(S) becomes an
operator system in a natural way. Concerning the matrix norm on an operator system
S, it holds that ∥∥∥∥[x 0

0 y

]∥∥∥∥ =

∥∥∥∥[0 x
y 0

]∥∥∥∥ = max{‖x‖, ‖y‖},

whenever x, y ∈ S . These equalities are easily obtained by proving that they hold for
operators in Hilbert spaces. This easy observation frequently comes in handy, when
applying 2 × 2 matrix tricks, and often in the case where y = x or y = x∗. These
equalities will be used without mentioning.

With this structure on the matrix spaces over an operator system, a natural thing
to consider is maps that preserve this structure. For a bounded linear map φ : S → S ′
from one operator system S to another S ′, we get from the standard matrix estimates,
that for [xi,j ] ∈ Mn(S) we have

‖φn([xi,j ])‖ ≤
n∑

i,j=1

‖φ(xi,j)‖ ≤ ‖φ‖
n∑

i,j=1

‖xi,j‖ ≤ n2‖φ‖‖[xi,j ]‖.

In particular, boundedness of φ implies boundedness of φn, and with ‖φn‖ ≤ n2‖φ‖.
This though seems like a pretty bad estimate for the norm of φn, and indeed in many
cases one can do better, but not always. For example, it is not true that if φ is bounded,

1The same conclusion naturally holds withA⊗Mn replaced by Mn ⊗A.
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then (‖φn‖)n∈N is uniformly bounded. For this reason the following quantity is of
interest:

‖φ‖cb = sup{‖φn‖ : n ∈ N}.

This obviously defines a norm for those linear maps for which it is finite, and it is
called the completely bounded norm.

This leads us to the following definition:

Definition B.1.2. Suppose that S and S ′ are operator systems, and let φ : S → S ′ be a
linear map. The map φ is called completely bounded if ‖φ‖cb <∞ and completely
contractive if in addition ‖φ‖cb ≤ 1. In the case where φn is an isometry for all
n ∈ N, we say that φ is completely isometric, or that φ is a complete isometry. J

Particularly nice are the complete isometries, since they carry all the information
of the different matrix norms. But there are more information to be preserved. Indeed,
in operator systems there is a notion of positivity, and therefore also a notion of order.
Hence, an extension of the notion of positive maps would be in order.

Definition B.1.3. Suppose that S is an operator system and B a C∗-algebra. Let
φ : S → B be a linear map. If φn is positive then φ is said to be n-positive, and if φ
is n-positive for all n ∈ N, then then we say that φ is completely positive.

It of course goes with out saying, that a unital completely positive maps, is a
completely positive map from an operator system to a unitalC∗-algebra, which carries
the unit to the unit.

So far we have not addressed the problem, whether the described structure on an
operator system depends on the choice of ambient C∗-algebra. Of course it does not,
but there are a subtlety. Suppose that S is an operator system, and A, B are two C∗-
algebras containing S. If S generates the same C∗-algebra, say C, in both A and B,
same algebraic structure and all, then the inclusion of C into A and B, respectively,
is a completely positive map and a complete isometry.2 In particular, we see that the
operator system structure on S does not depend on this choice of ambient C∗-algebra.
Because of this free choice of ambient C∗-algebra it may always be arranged that the
ambient C∗-algebra is unital, even B(H), for some Hilbert space H, without altering
the matrix structure.

Suppose thatA and B are unitalC∗-algebras, and that π : A → B is a ∗-homomor-
phism. It is straightforward to check that π is completely positive and completely
contractive. If in addition π is injective, then π is a complete isometry. All this
follows just from the fact that, if π is a homomorphism, then πn is a homomorphism,
and, if π is injective, the πn is injective. Now, given an operator system S, we can
represent the ambient C∗-algebra faithfully and non-degenerately on a Hilbert space
H, and in this way obtain a unital completely positive map S → B(H), which is also
a complete isometry. Because of this we are often allowed to assume that our operator
system consists of bounded operators on some Hilbert space.

If a map is n-positive, for some n ∈ N, then it is also k-positive, for all k =
1, 2, . . . , n. This follows directly from the fact that an element of the form[

x 0
0 0

]
2Here “the same” C∗-algebra is a bit vague, but what we mean is, that the identity on S extends to

∗-isomorphism from the C∗-algebra generated by S inA to the C∗-algebra generated by S in B.
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is positive if and only of x is positive. Besides this observation, we also have the
following remark, which states that all the concepts introduced above behave nicely
with respect to compositions:

Remark B.1.4. If φ and ψ are two maps linear maps, for which the composition φ◦ψ
makes sense, then we know that (φ ◦ ψ)n = ψn ◦ ψn, for all n ∈ N. Thus, it easily
follows that:

� the composition of completely bounded maps is again completely bounded;

� the composition of completely contractive maps is again completely contrac-
tive;

� the composition of completely isometric maps is again completely isometric;

� the composition of n-positive maps is again n-positive;

� the composition of completely positive maps is again completely positive. J

The rest of this section will mostly be concerned with positive maps between op-
erator systems. First, let us prove the following proposition, which frequently is of
use:

Proposition B.1.5. Let S be an operator system and let x ∈ S . Then ‖x‖ ≤ 1 if and
only if the following element is positive in M2(S):[

1 x
x∗ 1

]
Proof. We may assume that S ⊆ B(H) for some Hilbert space, by representing the
ambient C∗-algebra faithfully on a Hilbert space. First note that for each ξ, η ∈ H we
have 〈[

1 x
x∗ 1

] [
ξ
η

] ∣∣∣∣ [ξη
]〉

= ‖ξ‖2 + ‖η‖2 + 2 Re(xη | ξ). (B.1)

Now, assume that ‖x‖ ≤ 1, and let us show that the specified matrix is positive. For
each ξ, η ∈ H, we see that

‖ξ‖2 + ‖η‖2 + 2 Re(xη | ξ) ≥ ‖ξ‖2 + ‖η‖2 − 2‖ξ‖‖xη‖
≥ ‖ξ‖2 + ‖η‖2 − 2‖ξ‖‖η‖
= (‖ξ‖ − ‖η‖)2 ≥ 0

which, by (B.1), shows that the matrix in question is indeed positive.
Now for the converse implication, suppose that ‖x‖ > 1. Then we want to show

that the inner product (B.1) is not always non-negative. Since ‖x‖ > 1 we can find
some unit vectors ξ, η ∈ H, with (xξ | η) < −1. But then

‖ξ‖2 + ‖η‖2 + 2 Re(xη | ξ) < 0

which shows that the inner product (B.1) is not always non-negative, for every ξ, η ∈
H, and the matrix in question can therefore not be positive.

As with linear functionals on C∗-algebras, positive maps between operator sys-
tems are are automatically bounded. The following proposition gives an explicit
bound, on the norm:
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Proposition B.1.6. Let S be an operator system, and let B be a C∗-algebra. If φ :
S → B is a positive map, then ‖φ(x)‖ ≤ ‖x‖‖φ(1)‖, for all self-adjoint x ∈ S. In
particular, φ is bounded with ‖φ‖ ≤ 2‖φ(1)‖.

Proof. Suppose that x ∈ S is self-adjoint. Then −‖x‖1 ≤ x ≤ ‖x‖1, and since φ is
positive −‖x‖φ(1) ≤ φ(x) ≤ ‖x‖φ(1). This shows that ‖φ(x)‖ ≤ ‖x‖‖φ(1)‖.

Now, if we do not assume that x is self-adjoint, then by writing x = Rex+ i Imx
and remembering that ‖Rex‖ ≤ ‖x‖ and ‖ Imx‖ ≤ ‖x‖, we see that

‖φ(x)‖ ≤ ‖φ(Rex)‖+ ‖φ(Imx)‖
≤ ‖Rex‖‖φ(1)‖+ ‖ Imx‖‖φ(1)‖
≤ 2‖x‖‖φ(1)‖.

Thus ‖φ‖ ≤ 2‖φ(1)‖, as desired.

As a fact, one cannot do better then 2 in the above proposition, unless some extra
assumptions are made (see, for example, [Pau02, Example 2.2]). But in many cases
one can do better. Already if the map is 2-positive, then the estimate gets better.
Before we prove this, note that if a map φ : S → S ′ between operator systems, is
positive, then it is also Hermitian. This follows from the fact that if x ∈ S , then also
Rex and Imx belong to S.

Proposition B.1.7. Let S be an operator system and let B be a C∗-algebra. If φ :
S → B is positive and 2-positive, then ‖φ‖ = ‖φ(1)‖.

Proof. Let x ∈ S , and let us show that ‖φ(x)‖ ≤ ‖x‖. Since φ is positive we get by
Proposition B.1.6 that∥∥∥∥[ 0 φ(x)

φ(x)∗ 0

]∥∥∥∥ =

∥∥∥∥φ2

[
0 x
x∗ 0

]∥∥∥∥ ≤ ∥∥∥∥[ 0 x
x∗ 0

]∥∥∥∥ ‖φ2(1)‖.

But the left hand side equals ‖φ(x)‖, and the right hand side equals ‖x‖‖φ(1)‖, and
so we have the inequality ‖φ(x)‖ ≤ ‖x‖. Thus ‖φ‖ ≤ ‖φ(1)‖, while the other
inequality is trivial.

Corollary B.1.8. Let S be an operator system and B a C∗-algebra. If φ : S → B is
completely positive, then φ is completely bounded with ‖φ‖ = ‖φ‖cb = ‖φ(1)‖.

Proof. Let n ∈ N. Since φ is completely positive, φn is, in particular, positive and
2-positive, hence ‖φn‖ = ‖φn(1)‖ = ‖φ(1)‖.

Also in the case of linear functionals one can do better. The following proposition
is a generalization of a well-known result for unital C∗-algebras, which also holds for
operator systems:

Proposition B.1.9. A linear functional ψ on an operator system if positive if and
only if ‖ψ‖ = ψ(1). Moreover each such linear functional extends a positive linear
functional on an ambient C∗-algebra.
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Proof. Suppose that A is a unital C∗-algebra, S ⊆ A an operator system and ψ a
linear functional on S.

Suppose first that ‖ψ‖ = ψ(1). By the Hahn-Banach Theorem we can extends ψ
to a linear functional ψ̃ on A of the same norm. Since ‖ψ̃‖ = ‖ψ‖ = ψ(1) = ψ̃(1)
we get that ψ̃ is positive. In particular ψ is positive, and we have seen that it extends
to a positive linear functional on A.

Suppose now instead, that ψ is positive. Fix x ∈ S with ‖x‖ ≤ 1, and choose
λ ∈ C, so that ψ(λx) ≥ 0. Then, since ψ is Hermitian,

ψ(Rex) =
1

2
(ψ(λx) + ψ(λx)) = ψ(x).

We know from Proposition B.1.6 |ψ(Rex)| ≤ ψ(1)‖x‖, since Rex is self-adjoint, but
then |ψ(x)| ≤ ψ(1)‖x‖, and since xwas arbitrary, we conclude that ‖ψ‖ = ψ(1).

The next proposition is a generalization of the fact that a contractive linear func-
tionals which sends the unit to one (in other words, a state), is actually positive.

Proposition B.1.10. Let S be an operator system and B a C∗-algebra. If φ : S → B
is a unital contraction, then φ is positive.

Proof. We may assume that B = B(H), for some Hilbert space H, and let A denote
the ambient Hilbert space of S. Let ξ be a unit vector inH. Define a linear functional
fξ on S by fξ(x) = 〈φ(x)ξ | ξ〉, x ∈ S . Since φ is unital and contractive, so is fξ.
Extend fξ to a linear functional f̂ξ on A of the same norm. Since f̂ξ is unital of norm
one, it is a state on A. In particular, it is positive, so 〈φ(x)ξ | ξ〉 is non-negative for
all x ∈ S. Fix x ∈ S. Since ξ was arbitrary of norm one, we know that 〈φ(x)ξ | ξ〉
is non-negative, for all ξ ∈ H, that is φ(x) is positive. Since x ∈ S was arbitrary, this
shows that φ is positive.

Corollary B.1.11. Unital completely contractive linear map is automatically unital
completely positive.

B.2 Completely positive maps

The main result in this section is the result known as Stinespring’s Dilation Theorem,
which, in a manner of speaking, says that a contractive completely positive map is the
corner of a ∗-representation. This celebrated result has a vast amount of applications.

After we have proved Stinespring’s Dilation Theorem, we look at the space of
completely positive maps.

Let us start by considering some ways in which completely positive maps occur.
Suppose that we are given a unital C∗-algebra A and an operator system S ⊆ A.

First, for x ∈ A, the map φx : A → A defined by φx(y) = x∗yx is completely
positive. To see this, one just notices that, for n ∈ N and [yi,j ] ∈ Mn(A), the matrix
(φx)n([yi,j ]) is given by the product

x 0 . . . 0

0
. . . . . .

...
...

. . . . . . 0
0 . . . 0 x


∗ y1,1 . . . y1,n

...
. . .

...
yn,1 . . . yn,n



x 0 . . . 0

0
. . . . . .

...
...

. . . . . . 0
0 . . . 0 x


∗

.
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So if [yi,j ] ∈ Mn(A) is positive, then (φx)n([yi,j ]) is positive. Hence φx is completely
positive.

Second, suppose that ψ : S → B(H) a bounded linear map, with H a Hilbert
space. If K is another Hilbert space and V : K → H a bounded linear operator, then
we may define a bounded linear map

φ : S → B(K) by φ(x) = V ∗ψ(x)V, for x ∈ S.

It is not necessarily the case that φ is completely positive. This, of course, depends
on ψ. More precisely, ψ is n-positive, then φ is also n-positive. In particular, if ψ
is completely positive, then φ is also completely positive. Let us see why this is the
case. If n ∈ N and [xi,j ] ∈ Mn(S), then〈V

∗ψ(x1,1)V . . . V ∗ψ(x1,n)V
...

. . .
...

V ∗ψ(xn,1)V . . . V ∗ψ(xn,n)V


ξ1...
ξn

 ∣∣∣∣∣
η1

...
ηn

〉

=

〈ψ(x1,1) . . . ψ(x1,n)
...

. . .
...

ψ(xn,1) . . . ψ(xn,n)


V ξ1...
V ξn

 ∣∣∣∣∣
V η1

...
V ηn

〉

for all (ξ1, . . . , ξn) and (η1, . . . , ηn) in K⊕n. Hence φn is positive if ψn is positive.
A special case of the last example is when S = A is a unital C∗-algebra and

the map φ : A → B(H) is a ∗-homomorphism. This case is of special interest,
because it turns out that all completely positive maps have this form in a sense. This
is the contents of the next theorem, which will be referred to as Stinespring’s Dilation
Theorem.

Theorem B.2.1. Let A be a unital C∗-algebra and H be a Hilbert space. Then,
for each completely positive map φ : A → B(H), there exist a Hilbert space K, a
unital ∗-homomorphism π : A → B(K) and a bounded operator V : H → K, with
‖φ(1)‖ = ‖V ‖2, such that

φ(x) = V ∗π(x)V, x ∈ A.

Proof. Let φ : A → B(H) be a completely positive map. First we want to define a
sesquilinear form 〈· | ·〉φ on the algebraic tensor product A�H. This is done by the
formula

〈a⊗ ξ | b⊗ η〉φ = 〈φ(b∗a)ξ | η〉H,

for a, b ∈ A and ξ, η ∈ H. Here 〈· | ·〉H denotes the inner product on H. It is
straightforward to check that this is well-defined, and that〈 n∑

i=1

ai ⊗ ξi
∣∣∣ n∑
i=1

ai ⊗ ξi
〉
φ

=
〈
φn([a∗jai])ξ | ξ

〉
H⊕n ,

when ξ = (ξ1, . . . , ξn) ∈ H⊕n and ai ∈ A, for i = 1, . . . , n. Because φn is positive
by assumption, and becausea

∗
1a1 . . . a∗1an
...

. . .
...

a∗na1 . . . a∗nan

 =


a1 . . . an
0 . . . 0
...

. . .
...

0 . . . 0


∗ 
a1 . . . an
0 . . . 0
...

. . .
...

0 . . . 0

 ,
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it follows that 〈· | ·〉φ is positive semi-definite, that is, 〈v | v〉 ≥ 0 for all v ∈ A�H.
Now, if we take the quotient of A�H by the closed subspace

N = {v ∈ A�H : 〈v | v〉φ = 0},

then we get a pre-Hilbert space. LetK denote its completion. Fix a ∈ A, and consider
the linear map

π̃(a) : A�H → A�H defined by π̃(a)
( n∑
i=1

bi ⊗ ξi
)

=

n∑
i=1

abi ⊗ ξi,

for b1, . . . , bn in A and ξ1, . . . , ξn in H. It is straightforward to check that, for
b1, . . . , bn in A and ξ1, . . . , ξn inH, we have [b∗ja

∗abi] ≤ ‖a∗a‖[b∗j bi], and so

∥∥∥π̃(a)

n∑
i=1

bi ⊗ ξi
∥∥∥2

φ
=
〈
φn([b∗ja

∗abi])ξ | ξ
〉
H⊕n

≤ ‖a∗a‖
〈
φn([b∗j bi])ξ | ξ

〉
H⊕n

= ‖a∗a‖
∥∥∥ n∑
i=1

bi ⊗ ξi
∥∥∥2

φ
,

where ξ = (ξ1, . . . , ξn). This shows that π̃(a) leaves N invariant, and therefore
induces a well-defined bounded linear operator on the quotient (A�H)/N . We will
denote this operator by π′(a). The above calculation also shows that ‖π′(a)‖ ≤ ‖a‖,
so π′(a) extends to a linear operator on K by continuity. We denote this extension by
π(a). We know have a map π : A → B(K), and it is easy to see that this map is a
unital ∗-homomorphism. Define a map

V : H → K by V ξ = 1⊗ ξ +N , forξ ∈ H.

Clearly this is a linear operator, and we see that

‖V ξ‖2 = 〈1⊗ ξ | 1⊗ ξ〉φ = 〈φ(1)ξ | ξ〉H ≤ ‖φ(1)‖‖ξ‖2.

In particular, V is bounded. Since φ(1) is a positive operator we get that ‖φ(1)‖ =
sup{〈φ(1)ξ | ξ〉H : x ∈ H, ‖x‖ ≤ 1}, and so it actually follows from the equality
‖V ξ‖2 = (φ(1)ξ | ξ)H that ‖V ‖2 = ‖φ(1)‖. For each a ∈ A we see that

〈V ∗π(a)V ξ | η〉H =
〈
π(a)1⊗ ξ | 1⊗ η

〉
φ

= 〈φ(a)ξ | η〉H

for all ξ, η ∈ H. Hence V ∗π(a)V = φ(a) for all a ∈ A, and the proof is complete.

There are several comments that can be made concerning Stinespring’s Dilation
Theorem, and its proof. Most importantly, if φ is unital, then V ∗V = V ∗π(1)V =
φ(1) = 1, which shows that V is an isometry. This we will often use, and it will be
implicit that this is a consequence of Stinespring’s Dilation Theorem. Besides this,
we can observe in the proof that π(A)VH spans a dense subset of K. Last, if both A
andH are separable, then A�H is separable. Hence K is also separable.

Let us before we move on give the following corollary to Stinespring’s Dilation
Theorem, which is just a non-unital version:
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Corollary B.2.2. Suppose that A is a non-unital C∗-algebra, H a Hilbert space and
φ : A → B(H) a contractive completely positive map. Then there exist a Hilbert
space K, a representation π : A → B(K) and an isometry V : H → K, so that
φ(a) = V ∗π(a)V , for all a ∈ A.

Proof. By [BO08, Proposition 2.2.1] the map φ extends to a unital completely positive
map φ̃ from Ã toB(H). Let (π, V,H) be a Stinespring representation for φ̃. Since φ̃ is
unital, then operator V is an isometry. Now (π|A, V,H) is a Stinespring representation
for φ with V an isometry.

It is of course natural to believe that there could be several Hilbert spaces and sev-
eral ∗-homomorphisms with the properties listed in Stinespring’s Dilation Theorem.
This is, in fact, the case, but by adding some sort of non-degeneracy condition, the
triple (π, V,H) essentially becomes unique.

Definition B.2.3. A triple (π, V,K) associated to a completely positive map φ : A →
H as in Stinespring’s Dilation Theorem is called a Stinespring representation for φ.
If in addition π(A)VH spans a dense subset of K, then (π, V,K) is called a minimal
Stinespring representation for φ. J

Let us prove the minimal Stinespring representations are essentially unique.

Proposition B.2.4. Suppose that φ : A → B(H) is completely positive, with A a
unital C∗-algebra and H a Hilbert space. The map φ has a minimal Stinespring
representation (π1, V1,K1). If (π2, V2,K2) is another Stinespring representation of
φ, then there exist an isometry U : K1 → K2 such that V2 = UV1 and π2 = U∗π1U .
Moreover, if (π2, V2,K2) is also minimal, then U is unitary.

Proof. The existence is already taken care of—see the note above Definition B.2.3.
We start by defining U : K1 → K2 by the letting

U
( n∑
i=1

π1(ai)V1ξi

)
=

n∑
i=1

π2(ai)V2ξi

for all ai ∈ A, ξi ∈ H (i = 1, . . . , n). Let us show that this describes a well-defined
operator K1 → K2. First note that the expression above only specifies the operator on
the span of π1(A)V1H, but since the span of this is dense in K1, we jut have to show
that the operator is well-defined and bounded on the span of π(A)V1H. Therefore it
suffices to show that the above prescription is isometric, which follows from the fact
that ∥∥∥ n∑

i=1

πk(ai)Vkξi

∥∥∥2

=

n∑
i,j=1

(Vkπk(a∗i aj)Vkξj | ξi) =

n∑
i,j=1

(φ(a∗i aj)ξj | ξi)

for k = 1, 2. Thus U is a well-defined isometry, and by construction it satisfies the
specified relations. If we also assume that (π2, V2,K2) is minimal, then the image of
U must be dense since it contains the span of π2(A)V2H. Hence it must be surjective,
which means that U is a unitary.

Now we turn away from completely positive maps a bit, to prove that certain
spaces of bounded linear operators, can be though of as dual Banach spaces.
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In the rest of this section, we will use 〈·, ·〉 to denote the duality between a normed
space X and its dual Banach space X∗. In other words, for a bounded linear functional
φ on X and an element x ∈ X, we let 〈φ, x〉 denote the evaluation of φ in x.

For normed spaces X and Y we can identify the algebraic tensor product X �
Y with a subset of B(X,Y∗)∗. Namely, by letting a basic tensor x ⊗ y act as a
linear functional on B(X,Y∗), according to the rule: 〈x ⊗ y, F 〉 = 〈F (x), y〉, when
F ∈ B(X,Y∗). It is easy to show that identification is well-defined, that is, that this
prescription of a linear functional to a pair (x, y) is bilinear and injective. In this way
we obtain a norm on X�Y.

Proposition B.2.5. If X and Y are normed spaces, then B(X,Y∗) is isometrically
isomorphic to the dual space (X �Y)∗ of the algebraic tensor product X �Y, with
the norm described above, via the duality given by

〈L, x⊗ y〉 = 〈L(x), y〉,

for all L ∈ B(X,Y∗), x ∈ X and y ∈ Y.

Proof. Let ι : X�Y→ B(X,Y∗)∗ denote the identification described above. By def-
inition this map is isometric, and so we get an isometric inclusion ι∗ : B(X,Y∗)∗∗ →
(X �Y)∗. By restricting ι∗ to B(X,Y∗) inside B(X,Y∗)∗∗ we get an isometric in-
clusion of B(X,Y∗) into (X�Y)∗, and it is straightforward to check that the duality
described in the statement of the proposition, is the duality one obtains in this way.

What we are left to prove, is that this inclusion is surjective. So fix f ∈ (X�Y)∗.
For each x ∈ X and y ∈ Y, we know that |f(x, y)| ≤ ‖f‖‖x‖‖y‖, so the map

fx : Y→ C given by fx(y) = f(x⊗ y), for y ∈ Y,

is a bounded linear functional, bounded by ‖x‖‖f‖. Hence, the linear map L : X →
Y∗ give by L(x) = fx is well-defined, and bounded, bounded by ‖f‖. Clearly
ι∗(F ) = f , which shows that ι∗ is surjective, and therefore that B(X,Y∗) can be
identified with the dual space of X�Y in the described way.

Remark B.2.6. Proposition B.2.5 allows us to put a weak∗-topology on B(X,Y∗),
namely, the topology onB(X,Y∗) induced by the completion of X�Y.3 This weak∗-
topology is given, on bounded sets, as follows: a bounded net (Lα)α∈A in B(X,Y∗)
converges to some L ∈ B(X,Y∗) if and only if limα∈A〈Lα(x), y〉 = 〈L(x), y〉, for
all x ∈ X and y ∈ Y. The convergence on unbounded sets is a bit more tricky to
handle, but for most cases we are only interested in the bounded case.

A special case of Proposition B.2.5, is when X = Y = H is a Hilbert space. In
this case H∗ = H, and so B(H,H∗) = B(H). The conclusion of the proposition
is then that B(H) is a dual space H � H, with the specified duality. In this duality
H � H exactly corresponds to the weak operator continuous linear functionals, and
recalling that the closure of these are the ultraweakly continuous linear functionals,
we once more obtain this result.

Another special case of Proposition B.2.5, is the case where X is just some normed
space and Y∗ = B(H).

3There is a subtle point here, namely, that X�Y, by all probability, is not a Banach space. In general,
if X is a Banach space and Y ⊆ X a dense subspace, then the topologies on X∗ induced by X and Y,
respectively, do not necessarily agree. It is though the case, that they agree on bounded sets.
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Proposition B.2.7. Given a normed space X and a Hilbert space H, the weak∗-
topology4 on B(X, B(H)) is described on bounded sets as follows: a bounded net
(φα)α∈A in B(X, B(H)) converges to some φ if and only if

lim
α∈A
〈φα(x)ξ | η〉 = 〈φ(x)ξ | η〉,

for all ξ, η ∈ H and x ∈ X.

Proof. As mentioned above, we may realize B(H) as the dual space of the algebraic
tensor product H �H, and therefore B(X, B(H)) as the dual space of the algebraic
tensor product X �H �H. The duality, which identifies B(X, B(H)) with the dual
space of X � H � H is the duality described above. Hence, the weak∗-topology on
B(X, B(H)) is determined by X�H�H as described.

Now, let us return to the completely positive maps. Given two operator systems
S and S ′, we denote the set of completely positive maps from S to S ′ by CP(S,S ′).
This set is a cone in B(S,S ′), and if S ′ = B(H) for some Hilbert space H, then we
get a weak∗-topology on CP(S, B(H)). The following proposition is the reason why
we introduced this weak∗-topology:

Proposition B.2.8. Given an operator system S and a Hilbert spaceH, the sets

{φ ∈ CP(S, B(H)) : ‖φ‖cb ≤ r} and {φ ∈ CP(S, B(H)) : φ(1) = 1}

are compact in the weak∗-topology, for all r > 0.

Proof. Let us start with the space to the left. By the Banach-Alaoglu Theorem the ball
of radius r in B(S, B(H)) is compact in the weak∗-topology.5 Hence is suffices to
show that CPr(S, B(H)) is closed in the weak∗-topology, relative toB(S, B(H)). So
suppose that (φα)α∈A is a net in CPr(S, B(H)) converging to some φ ∈ B(S, B(H))
in the weak∗-topology. By Proposition B.2.7 this means that

lim
α∈A
〈φα(x)ξ | η〉 = 〈φ(x)ξ | η〉,

for all ξ, η ∈ H and x ∈ S. Let us show that φ is completely positive. Let n ∈ N and
let [xi,j ] ∈ Mn(S) be positive. For each ξ = (ξ1, . . . , ξn) ∈ H⊕n, we have

〈φn([xi,j ])ξ | ξ〉 = lim
α∈A

n∑
i,j=1

〈φα(xi,j)ξj | ξi〉 = lim
α∈A
〈(φα)n([xi,j ])ξ | ξ〉

Since (φα)n is positive, for each α ∈ A, the right hand side is non-negative, and since
ξ was arbitrary, this shows that φn((xi,j ]) is positive. Hence φ is completely positive.
Clearly ‖φ‖ ≤ r since ‖φα‖ ≤ ‖φα‖cb ≤ r, for all α ∈ A. By Corollary B.1.8 we
get that ‖φ‖cb = ‖φ‖, since φ is completely positive, and therefore ‖φ‖cb ≤ r. This
proves compactness of the given set {φ ∈ CP(S, B(H)) : ‖φ‖cb ≤ r}.

Clearly the weak∗ limit of unital maps is again unital, so since

{φ ∈ CP(S, B(H)) : φ(1) = 1} ⊆ {φ ∈ CP(S, B(H)) : ‖φ‖cb ≤ 1},

it follows that the set {φ ∈ CP(S, B(H)) : φ(1) = 1} is also weak∗-compact.
4This refers to the weak∗-topology of Proposition B.2.5, which one obtain by considering B(H) a

dual space, as explained just above this proposition.
5Here ball refers to the operator norm on B(S, B(H)), and not the completely bounded norm.
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We end this section with a result on contractive completely positive maps and
unitizations.

Proposition B.2.9. Suppose thatA and B are C∗-algebras which both are unital. Let
φ : A → B be a contractive completely positive map. Then φ extends to a contractive
completely positive map Ã → B with the same norm. Moreover if φ is unital then the
extension can be chosen unital.

Proof. We may assume that B ⊆ B(H), but we do not assume that B contains the unit
of B(H). Let (π, V,K) be a minimal Stinespring triple for φ. By Proposition 1.1.8
the representation π extends to a unital representation π̃ : Ã → B(K). Now define
φ̃ : Ã → B by φ̃(x) = V ∗π̃(x)V for all x ∈ Ã. Clearly φ̃ is a completely positive
map extending φ, so we only need to make sure that φ̃ is contractive and that its
image is contained in B. Since π is non-degenerate it is unital, so it follows that
φ̃(1Ã) = φ(1A). In particular by Corollary B.1.8

‖φ̃‖ = ‖φ̃(1Ã)‖ = ‖φ(1A)‖ = ‖φ‖.

From this we also deduce that φ̃ is contractive completely positive. Now that φ̃ is
unital if φ is unital follows from the identity φ̃(1Ã) = φ(1A).

B.3 Positive maps and matrices

In this section we discuss two theorems, which characterize completely positive maps,
from or to Mn, and afterwards we prove Arveson’s Extension Theorem.

Theorem B.3.1. Suppose that φ : Mn → A is a linear map. Then φ is completely
positive if and only if [φ(Ei,j)]i,j is positive in Mn(A). Moreover, there is a bijective
correspondence given by:

CP(Mn,A) 3 φ←→ [φ(Ei,j)]i,j ∈ Mn(A)+.

Proof. Clearly a linear map from Mn to A is uniquely determined by its values on
the standard matrix units, and each choice of values defines a linear map by linear
independence of the matrix units. In other words, we have a bijective correspondence

B(Mn,A) 3 φ←→ [φ(Ei,j)]i,j ∈ Mn(A).

Let Φ: B(Mn,A)→ Mn(A) denote the map φ 7→ [φ(Ei,j)]i,j , φ ∈ B(Mn,A). Our
aim is to prove that φ is completely positive if and only if Φ(φ) is positive. First notice
that for φ ∈ B(Mn,A) we have

Φ(φ) = φn([Ei,j ]i,j).

So if we can show that the matrix [Ei,j ]i,j is positive in Mn(Mn), the Φ(φ) is positive
by complete positivity of φ. This is easy, sinceE1,1 . . . E1,n

...
. . .

...
En,1 . . . En,n

 =

E1,1 0 . . . 0
...

...
. . .

...
En,1 0 . . . 0


E1,1 0 . . . 0

...
...

. . .
...

En,1 0 . . . 0


∗
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by the usual multiplication rules for the standard matrix units. Thus all we need to
show is that if φ ∈ B(Mn,A) with Φ(φ) positive, then φ is completely positive. So
assume that [φ(Ei,j ] is positive, and choose some x = [xi,j ] ∈ Mn(A), such that
x∗x = [φ(Ei,j ]. In other words,

φ(Ei,j) =

n∑
k=1

b∗k,ibk,j ,

for each i, j ∈ {1, 2, . . . , n}. Let ζ1, ζ2, . . . , ζn denotes the standard orthonormal
basis for Cn, and let π : A → B(H) be a faithful representation of A on a Hilbert
spaceH. Define a linear map V : H → Cn ⊗ Cn ⊗H, by

V ξ =

n∑
j,k=1

ζj ⊗ ζk ⊗ π(bk,j)ξ, ξ ∈ H.

Now, suppose that [λi,j ] ∈ Mn, and denote this matrix by Λ. For ξ, η ∈ H, we see
that

〈V ∗(Λ⊗ 1n ⊗ 1H)V ξ | η〉 =

n∑
i,j,k,l=1

〈
Λζj | ζi

〉〈
ζk | ζl

〉〈
π(bk,j)ξ | π(bl,i)η

〉
=

n∑
i,j,k=1

〈
Λζj | ζi

〉〈
π(b∗k,ibk,j)ξ | η

〉
=

n∑
i,j=1

λi,j
〈
π(φ(Ei,j))ξ | η

〉
=
〈
π(φ(Λ))ξ | η

〉
.

Thus we see that φ(Λ) = V ∗(Λ ⊗ 1n ⊗ 1H)V , for all Λ ∈ Mn. The map from Mn

to B(Cn ⊗ Cn ⊗H) given by Λ 7→ Λ ⊗ 1n ⊗ 1H, Λ ∈ Mn, is a ∗-homomorphism,
so the map Λ 7→ V ∗(Λ ⊗ 1n ⊗ 1H)V is completely positive. Hence φ is completely
positive.

Corollary B.3.2. Suppose that A is a C∗-algebra and n ∈ N. Then a linear map
φ : Mn → A is completely positive if and only if it is n-positive.

Proof. Clearly the linear map φ is n-positive if it is completely positive. So suppose
that φ is n-positive, then we need to show that [φ(Ei,j)]i,j is positive in Mn(A).
As noted in the proof above, the matrix [Ei,j ]i,j is positive in Mn(Mn), so since
[φ(Ei,j)]i,j = φn([Ei,j ]i,j), it follows that [φ(Ei,j)]i,j is positive.

Remark B.3.3. Let us write down the inverse of the map Φ: B(Mn,A) → Mn(A)
from the theorem, given by φ 7→ [φ(Ei,j)]i,j , φ ∈ B(Mn,A). This was the map we
proved that gave a bijective correspondence. The inverse is given as follows: suppose
that x = [xi,j ] ∈ Mn(A)+, then Φ−1(x) is is map φx : Mn → A, defined, for
[λi,j ] ∈Mn, by

φx([λi,j ]) =

n∑
i,j=1

λi,jxi,j .

To see this, one just has to notice that φx(Ei,j) = xi,j . Another think to notice, is that
Φ is actually linear. J
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Suppose that A is a C∗-algebra. For a linear map φ : A → Mn, let φ̂ denote the
linear functional on Mn(A) given by

φ̂([xi,j ]) =

n∑
i,j

φ(xi,j)i,j , [xi,j ] ∈ Mn(A),

where φ(xi,j)i,j denotes the i, j’th entry in the n × n scalar matrix φ(xi,j). Said
in another way, if ζ1, ζ2, . . . , ζn denotes the standard orthonormal basis for Cn, and
ζ = (ζ1, ζ2, . . . , ζn), then

φ̂([xi,j ]) = 〈φn([xi,j ])ζ | ζ〉, [xi,j ] ∈ Mn(A).

This last way of writing φ̂ also shows that φ̂ is indeed a bounded linear functional if φ
is bounded.

Theorem B.3.4. Suppose that A is a C∗-algebra. With the notation above, a linear
map φ : A → Mn is completely positive if and only of φ̂ is positive. Moreover, there
is a bijective correspondence given by:

CP(A,Mn) 3 φ←→ φ̂ ∈ (Mn(A)∗)+.

Proof. Let Ψ: B(A,Mn) → Mn(A)∗ denote the map φ 7→ φ̂, φ ∈ B(A,Mn), with
the notation above. Let us start by proving that this map is a bijection, with no regard
to any positivity. Suppose that ψ ∈ Mn(A)∗, and define a linear map φψ : A → Mn,
as follows: for x ∈ A, the i, j’th entry of φψ(x) should be ψ(x ⊗ Ei,j). Said in
another way, 〈φψ(x)ζj | ζi〉 = ψ(x⊗Ei,j), and for an explicit expression for φψ , we
write

φψ(x) =

n∑
i,j=1

ψ(x⊗ Ei,j)⊗ Ei,j , x ∈ A.

It is straightforward to check that φψ is bounded using the standard matrix estimates.
In fact φn is bounded by n2‖ψ‖. It is also easy to check that, if φ ∈ B(A,Mn), then
φφ̂ = φ. Hence we have a bijective correspondence

B(A,Mn) 3 φ←→ φ̂ ∈ Mn(A)∗.

Our aim is to prove that φ is completely positive if and only if Ψ(φ) is positive. That
Ψ(φ) is positive if φ is completely positive is apparent from the expression

φ̂([xi,j ]) = 〈φn([xi,j ])ζ | ζ〉, [xi,j ] ∈ Mn(A),

so let us prove the converse implication. Suppose that φ ∈ B(A,Mn), with ψ̂ positive.
Consider the GNS-construction (πφ,Hφ, ξφ) corresponding to φ. Define an operator

V : Cn → Hφ by ζj 7→ πφ(E1,j)ξφ for j = 1, . . . , n,

and define a representation π̃ : A → B(Hφ) of A onHφ, by

π̃(x) = π
( n∑
i=1

x⊗ Ei,i
)
, x ∈ A.
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Now we want to show that ψ(x) = V ∗π̃(x)V for all x ∈ A, because this will clearly
imply that ψ is completely positive. A computation shows that(

V ∗π([xi,j ])V ζl | ζk
)

=
(
π(Ek,1[xi,j ]E1,l)ξ | ξ

)
= ψ̂

(
Ek,1[xi,j ]E1,l

)
.

Since Ek,1[xi,j ]E1,l = x1,1 ⊗ Ek,l we see that(
V ∗π̃(x)V ζl | ζk

)
= ψ̂

(
x⊗ Ek,l

)
= ψ(x)k,l

and thus ψ(x) = V ∗π̃(x)V , which was what we needed to prove.

Corollary B.3.5. Suppose that A is a unital C∗-algebra and S ⊆ A an operator
system. A linear map φ : S → Mn is completely positive if and only if it is an n-
positive map, and in this case there exists a completely positive map ψ : A → Mn

extending φ.

Proof. It suffices to show that if φ : S → Mn is n-positive, then there exists a com-
pletely positive map ψ : A → Mn extending φ. So suppose that φ : S → Mn is
n-positive. Define a linear functional φ̂ on Mn(S) as above Theorem B.3.4. Even
though we only did the construction for C∗-algebras it makes sense for general oper-
ator systems. It still holds that

φ̂([xi,j ]) = 〈φn([xi,j ])ζ | ζ〉, [xi,j ] ∈ Mn(S),

by the same calculation. So since φ is n-positive by assumption, φ̂ is a positive linear
functional. By Proposition B.1.9 we can extend φ̂ to a positive linear functional on
Mn(A). Combining this with the bijective correspondence, we get that there exist
some completely positive map ψ : Mn → A, such that ψ̂|Mn(S) = φ̂. It follows from
the formula

ψ(x) =

n∑
i,j=1

ψ̂(x⊗ Ei,j)⊗ Ei,j , x ∈ A,

that ψ extends φ. Thus we have extended φ to a completely positive map on A, and
the proof is complete.

Now we prove a famous theorem known as Arveson’s Extension Theorem.

Theorem B.3.6. Let A be a unital C∗-algebra, S ⊆ A an operator system and H a
Hilbert space. Then every completely positive map φ : S → B(H), then φ extends to
a completely positive map A → B(H), with the same completely bounded norm.

Proof. Suppose that φ : A → B(H) is completely positive, and letF denote the set of
finite dimensional subspaces ofH. For each F ∈ F , let φF denote the compression of
φ to F , that is, φF (a) = PFφ(a)PF , where PF denotes the orthogonal projection of
H onto F . Clearly φF is completely positive since φ is completely positive. The range
of φF is contained in PFB(H)PF , and this space is naturally isomorphic to B(F ),
which, in turn, is isomorphic to Mk(C), for k = dimF . Thus by Corollary B.3.5 we
can extend φF to a completely positive map ψF : A → B(H), whose range is also
contained in PFB(H)PF .

By considering F as a directed set under inclusion, we obtain a net (ψF )F∈F in
CP(A, B(H)). From Corollary B.1.8 we know that

‖ψF ‖cb = ‖ψF (1)‖ = ‖φF (1)‖ ≤ ‖φ(1)‖ = ‖φ‖cb.
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So in factψF (F ∈ F) is a net in CPr(A, B(H)) with r = ‖φ‖. Since CPr(A, B(H))
is compact by Proposition B.2.8, we may choose a convergent subnet ψFα (α ∈ A).
Let ψ ∈ CPr(A, B(H)) denote the limit of this convergent net. Now the claim is that
ψ is actually an extension of φ, or, equivalently, that 〈φ(a)ξ | η〉 = 〈ψ(a)ξ | η〉 for all
ξ, η ∈ H and a ∈ S. Suppose that ξ, η ∈ H and a ∈ S. Let F ′ denote the span of ξ
and η, then

〈φ(a)ξ | η〉 = 〈φ(a)PFαξ | PFαη〉 = 〈ψFα(a)ξ | η〉

for all α ∈ A with Fα ⊇ F . Now by Proposition B.2.7 we know that the limit over α
on the right hand side equals (ψ(a)ξ | η), that is,

lim
α∈A

(ψFα(a)ξ | η) = (ψ(a)ξ | η)

But since this net is constant (φ(a)ξ | η) from a certain point on, we conclude that
(φ(a)ξ | η) = (ψ(a)ξ | η). Thus ψ extends φ, and we have proved the theorem.

We end this section with the following non-unital version of Arveson’s Extension
Theorem:

Corollary B.3.7. Suppose that B is a C∗-algebra and A is a C∗-subalgebra of B—
none of which have to be unital. Let H be a Hilbert space. Then every contractive
completely positive map φ : A → B(H) extends to a contractive completely positive
map B → B(H). This map can be chosen unital unless B is unital, 1B ∈ A and
φ(1B) 6= 1B(H).

Proof. We may assume that B is unital, for if not, then we just extend the map to a
map from the unitization of B to B(H), and then restrict it to a map B → B(H).
If A contains the unit of B, then Arveson’s Extension Theorem gives the desired
conclusion. So assume that this is not the case, and let A denote the C∗-algebra
generated by A and 1B, that is, A′ = A+ C1B. Let φ : A → B(H) be a contractive
completely positive map. By [BO08, Proposition 2.2.1] the map φ extends to a unital
competely positive map φ′ : A′ → B(H) given by φ′(x + λ1B) = φ(x) + λ1B(H).
Now by Arveson’s Extension Theorem the map φ′ extends to a unital completely
positive map B → B(H), which was what we needed to prove.

B.4 Operator spaces

Operator spaces are a generalization of operator systems.

Definition B.4.1. A linear subspace (not necessarily closed) of a C∗-algebra is called
an operator space.

Since operator systems are subsets ofC∗-algebras by definition, they carry a struc-
ture on their matrix algebras. Indeed, ifM is an operator spaces in a C∗-algebra A,
then Mn(M) ⊆ Mn(A), for all n ∈ N. In particular we have a natural choice of norm
on Mn(M), for all n ∈ N. Because of this the concept of completely boundedness
makes sense for operator spaces ass well.

Definition B.4.2. Suppose thatM andM′ are operator spaces, and φ : M→M′ be
a linear map. The map φ is called completely bounded if ‖φ‖cb <∞ and completely
contractive if in addition ‖φ‖cb ≤ 1. In the case where φn is an isometry for all
n ∈ N, we say that φ is completely isometric, or that φ is a complete isometry. J



138 APPENDIX B. OPERATOR SPACES AND OPERATOR SYSTEMS

As with operator systems, the structure of an operator space does not depend on
the choice of ambient C∗-algebra. Again, as with operator systems, there is a subtlety
in this statement, namely the following: ifM is an operator space, and A, B are two
ambient C∗-algebras, then they induce the same operator space structure onM, if the
C∗-algebras generated byM in A and B, respectively, are the same, algebraic struc-
ture and all. Indeed, if we denote this C∗-algebra by C, then the inclusion of C into
A and B, respectively, is a complete isometry. If it is not the case that the generated
C∗-algebras are the same, then they do not induce it is not the case. By ambient C∗-
algebra we will always understand a C∗-algebra inducing the correct operator space
structure.

Because of this free choice of ambient C∗-algebra it may always be arranged
that the ambient C∗-algebra is unital, even B(H), for some Hilbert space H, without
altering the matrix structure.

For operator spacesM andM′ we denote by CB(M,M′) the set of completely
bounded maps fromM toM′. This is a linear subspace ofB(M,M′), and a normed
space with ‖ · ‖cb.

Given n,m ∈ N and a C∗-algebra A, there is a canonical isomorphism from
Mn(Mm(A) to Mm(Mn(A), namely, for xk,li,j ∈ A, for i, j = 1, 2, . . . , n and k, l =
1, 2, . . . ,m, the map is given by [x1,1

i,j ]i,j . . . [x1,m
i,j ]i,j

...
. . .

...
[xm,1i,j ]i,j . . . [xm,mi,j ]i,j

 7−→
[xk,l1,1]k,l . . . [xk,l1,n]k,l

...
. . .

...
[xk,ln,1]k,l . . . [xk,ln,n]k,l


One can check that this map is a ∗-isomorphism. Indeed, is is just a permutations of
the rows and columns. This maps goes under the name of the canonical shuffle.

The following lemma provides a way of passing between operator spaces and
operator systems, and it is known as Paulsen’s trick (or Paulsen’s “off-diagonal” trick):

Lemma B.4.3. Let A and B be a unital C∗-algebras and letM⊆ A be an operator
space. Let φ :M→ B be a linear map and let SM denote the operator system

SM =

{[
λ1 a
b∗ µ1

]
: λ, µ ∈ C and a, b ∈M

}
.

Define the map Φ : SM → M2(B) by

Φ

([
λ1 a
b∗ µ1

])
=

[
λ1 φ(a)
φ(b)∗ µ1

]
.

Then if φ is completely contractive then Φ is completely positive.

Proof. Suppose that φ is completely contractive. Let [Si,j ] ∈ Mn(M) be positive,
and write

Si,j =

[
λi,j1 ai,j
b∗i,j µi,j1

]
for some λi,j , µi,j ∈ C and ai,j , bi,j ∈ M, for i, j ∈ {1, 2, . . . , n}. Since Mn(SM)
is a subset Mn(M2(A)) we may, by doing the canonical shuffle, regard Mn(SM)
as a subset of M2(Mn(A)), and Φn as a map from M2(Mn(SM)) to M2(Mn(B)).
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More precisely, by doing the canonical shuffle, and letting H = [λi,j1], K = [µi,j1],
A = [ai,j ] and B = [bj,i], the matrix [Si,j ] becomes the matrix[

H A
B∗ K

]
(B.2)

and the map Φ is given by

Φ

([
H A
B∗ K

])
=

[
H φn(A)

φn(B)∗ K

]
. (B.3)

So what we need to show is that if (B.2) is positive then (B.3) is positive. Now if (B.2)
is positive, then H and K must be positive and A = B. Now, if, for ε > 0, we let
Hε = H + ε1 and Kε = K + ε1, then Hε and Kε are positive and invertible, and it
is straightforward to check that[

H
−1/2
ε 0

0 K
−1/2
ε

] [
Hε A
A∗ Kε

][
H
−1/2
ε 0

0 K
−1/2
ε

]

=

[
1 H

−1/2
ε AK

−1/2
ε(

H
−1/2
ε AK

−1/2
ε

)∗
1

]
which shows that the matrix on the right hand side is positive, and by Proposition B.1.5
we obtain that ‖H−1/2

ε AK
−1/2
ε ‖ ≤ 1. Now since φ is completely contractive also

‖φn(H
−1/2
ε AK

−1/2
ε )‖ ≤ 1. It is straight forward to check that since φ is linear and

Hε and Kε are almost just scalar matrices it easy to see that

φn(H−1/2
ε AK−1/2

ε ) = H−1/2
ε φn(A)K−1/2

ε ,

and so it follows that[
Hε φn(A)

φn(A)∗ Kε

]
=

[
H

1/2
ε 0

0 K
1/2
ε

]

×

[
1 φn(H

−1/2
ε AK

−1/2
ε )

φn
(
H
−1/2
ε AK

−1/2
ε

)∗
1

][
H

1/2
ε 0

0 K
1/2
ε

]
The matrix in the middle on the right hand side is positive by Proposition B.1.5 since
‖φn(H

−1/2
ε AK

−1/2
ε )‖ ≤ 1, so the matrix on the right hand side must be positive as

well. Now the matrix on the right hand side is

Φ

([
H A
B∗ K

])
+ ε

[
1 0
0 1

]
.

so since this was positive for all ε > 0 we conclude that (B.3) must be positive. Thus
Φ is completely positive.

With Paulsen’s trick we can know prove Wittstock’s Extension Theorem, which
can be thought of as Arveson’s Extension Theorem for completely bounded maps
instead of completely positive maps.

Theorem B.4.4. Let A be a unital C∗-algebra andM ⊆ A an operator space. Let
φ :M→ B(H) for some Hilbert spaceH be a completely bounded map. Then there
exist a completely bounded map ψ : A → B(H) extending φ, with ‖φ‖cb = ‖ψ‖cb.
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Proof. We may assume thatA ⊆ B(K) for some Hilbert spaceK and that ‖φ‖cb = 1.
Let SM and Φ be as in Lemma B.4.3. Since Φ is completely positive, by Arveson’s
Extension Theorem (that is, Theorem B.3.6) Φ extends to a completely positive map
Ψ : M2(A)→ M2(B(H)). Now we define a map ψ : A → B(H) by

ψ(a) = P2Ψ

([
0 a
0 0

])
P ∗1

where Pi : H ⊕ H → H denotes the projection onto the i’th coordinate (i = 1, 2).
Said more intuitively we define ψ so that

Ψ

([
0 a
0 0

])
=

[
∗ ψ(a)
∗ ∗

]
It should be clear that ψ extends φ since Ψ extends Φ, and what we need to shows is
that ψ is completely contractive. Suppose thatA = (ai,j) ∈ Mn(A), and letB denote
the matrix with i, j’th entry given by [

0 ai,j
0 0

]
Now by a canonical shuffle the above matrix becomes the matrix[

0 A
0 0

]
so we see that ‖B‖ = ‖A‖. Since

ψn(A) =


P2 0 . . . 0

0
. . . . . .

...
...

. . . . . . 0
0 . . . 0 P2

Ψn(B)


P1 0 . . . 0

0
. . . . . .

...
...

. . . . . . 0
0 . . . 0 P1


∗

we see that ‖ψn(A)‖ ≤ ‖Ψn(B)‖, and since Ψn is unital and completely positive we
have ‖Ψ‖ = 1 by Lemma B.1.8, and it follows that

‖ψn(A)‖ ≤ ‖Ψn(B)‖ ≤ ‖B‖ = ‖A‖.

Thus we conclude that ψ is a complete contraction, and since since ψ extends φ with
‖φ‖cb = 1 we must have ‖ψ‖cb = 1.

Like Wittstock’s Extension Theorem can be thought of as Arveson’s Extension
Theorem for completely bounded maps, there is also a variant of Stinespring’s Dila-
tion Theorem for completely bounded maps. We will not prove this result, but just
state it here:

Theorem B.4.5. LetA be a unitalC∗-algebra,H a Hilbert space and φ : A → B(H)
be a completely bounded map. Then there exist a Hilbert spaceK, a ∗-homomorphism
π : A → B(K) and bounded operators Vi : H → K, i = 1, 2, with ‖φ‖cb =
‖V1‖‖V2‖, such that

φ(x) = V ∗1 π(x)V2 for all x ∈ A.

Moreover, if ‖φ‖cb = 1, then V1 and V2 can be chosen to be isometries.

For a proof of this theorem see [Pau02, Theorem 8.4] or [BO08, Theorem B.7].
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Rădulescu, Florin . . . . . . . . . . . . . . . . . . . . 89
relatively weakly injective,

definition . . . . . . . . . . . . . . . . . . . . . . 41
equivalent conditions . . . . . . . . 41, 69
tensorial characterization . . . . . . . . 69

representation,
decomposition into cyclic . . . . . . . 10
direct sum of . . . . . . . . . . . . . . . . . . . 10
universal . . . . . . . . . . . . . . . . . . . . . . .26

residually in C . . . . . . . . . . . . . . . . . . . . . 105
restrictions . . . . . . . . . . . . . . . . . . . . . . . . . . 31

S
self-adjoint subset . . . . . . . . . . . . . . . . . . . . 9
semi-finite von Neumann algebra . . . . . .14
separability assumptions . . . . . . . . . . . . . . . 9
separable predual,

equivalent conditions of . . . . . . . . . 21
separating subset . . . . . . . . . . . . . . . . . . . . 17
separating vector . . . . . . . . . . . . . . . . . . . . 10



SUBJECT INDEX 147

σ-finite,
projection . . . . . . . . . . . . . . . . . . . . . . 17
von Neumann algebra . . . . . . . . . . . 17

sofic group,
definition . . . . . . . . . . . . . . . . . . . . . 100
equivalent definitions . 101, 102, 111
is hyperlinear . . . . . . . . . . . . . . . . . 102
original definition . . . . . . . . . . . . . . 99

Solitar, Donald . . . . . . . . . . . . . . . . . . . . . 113
spatial tensor product . . . . . . . . . . . . . . . . 32
standard matrix estimates . . . . . . . . . . . 123
standard matrix units . . . . . . . . . . . . . . . .121
Stinespring representation . . . . . . . . . . . 130

minimal . . . . . . . . . . . . . . . . . . . . . . 130
Stinespring’s Dilation Theorem. .127, 128

non-unital . . . . . . . . . . . . . . . . . . . . 130
strong operator topology . . . . . . . . . . . . . 11
strong∗ operator topology . . . . . . . . . . . . 11
support projection of a functional . . . . . 19
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