# ON CERTAIN PROBLEMS IN THE ANALYTICAL ARITHMETIC OF QUADRATIC FORMS ARISING FROM THE THEORY OF CURVES OF GENUS 2 WITH ELLIPTIC DIFFERENTIALS. 

IAN KIMING


#### Abstract

For an imaginary quadratic field $K$ we study the asymptotic behaviour (with respect to $p$ ) of the number of integers in $K$ with norm of the form $k(p-k)$ for some $1 \leq k \leq p-1$, where $p$ is a prime number. The motivation for studying this problem is that it is known by recent results due to G. Frey and E. Kani that knowledge of this asymptotic behaviour can lead to statements of existence of curves of genus 2 with elliptic differentials in particular cases.

We give a general, and from one point of view complete, answer to this question on asymptotic behaviour. This answer is derived from a theorem concerning the number of representations of a natural number by certain quaternary quadratic forms. This second result may be of some independent interest because it can be seen as a generalization of the classical theorem of Jacobi on the number of representations of a natural number as a sum of 4 squares.


## 1. Introduction.

1.1. For a number of reasons the following question is of interest, cf. [2], [8]:

Let $L$ be a field, $N \geq 2$ a natural number with $\operatorname{Char}(L) \nmid N$, and let $E$ and $E^{\prime}$ be elliptic curves defined over $L$. Does there exist a curve $C$ of genus 2 defined over $L$ together with non-constant morphisms:

$$
f: C \longrightarrow E, \quad f^{\prime}: C \longrightarrow E^{\prime}
$$

both of degree $N$, such that the induced sequence of Jacobians:

$$
0 \longrightarrow J_{E} \xrightarrow{f^{*}} J_{C} \xrightarrow{f_{*}^{\prime}} J_{E^{\prime}} \longrightarrow 0
$$

is exact?
In some cases the answer is known to be affirmative: If $L$ is algebraically closed, this is so, if $N$ is odd and $E$ and $E^{\prime}$ are not isogenous, cf. [2], or if $E$ and $E^{\prime}$ are isogenous, and not both $j(E)=j\left(E^{\prime}\right)=0$ and $E$ supersingular, cf. [8].
1.2. On the other hand, in [1] the question is posed in the case where $N=p$ is a prime number, $L$ not necessarily algebraically closed but $\operatorname{Char}(L) \nmid 6 p, E=E^{\prime}$ and $E$ has complex multiplication over $L$, more precisely:

$$
\operatorname{End}_{\bar{L}}(E)=\mathcal{O}
$$

where $\mathcal{O}$ is the ring of integers in the imaginary quadratic number field $K$ with discriminant (say) $D$. Here it is found that the curve $C$ exists, if the number $\mathcal{N}(p, K)$ of integers in $K$ with norm $k(p-k)$ for some $k$ with $1 \leq k \leq p-1$, is less than $p-1$. The number $\mathcal{N}(p, K)$ appears because it counts the number of
endomorphisms $E \rightarrow E$ of degree $k(p-k)$ for some $k$ with $1 \leq k \leq p-1$; cf. [1], $\S 3$. The existence of the curve $C$ can have some striking consequences of which we shall be content to quote one:

Theorem. (G. Frey, cf. [1], §3). Suppose in the above situation 1.2 further that $L$ is a finite field and that $E[2] \subseteq E(L)$.

Then there exists a curve $C$ of genus 2 defined over $L$ such that whenever $p$ is a prime number with $\mathcal{N}(p, K)<p-1$ then $C$ possesses an unramified Galois cover $\tilde{C}_{p}$ defined over $L$ and with Galois group contained in the symmetric group $S_{p}$ and containing the alternating group $A_{p}$.

We refer to the articles [1], [2] and [8] for further background information, and take the above as sufficient justification for studying the asymptotic behaviour (with respect to $p$ ) of the number $\mathcal{N}(p, K)$. Theorem 1 in section 2 below gives a general result concerning this (in a slightly more general situation), and in particular theorem 1 together with proposition 1 below yields the following result of interest for the above:

$$
\lim _{p \rightarrow \infty} p^{-1} \mathcal{N}(p, K)
$$

where $p$ runs over the prime numbers, exists (and is given by theorem 1). Given $\epsilon>0$ this limit is smaller than $\epsilon$ whenever $K$ is outside a certain finite set of imaginary quadratic number fields (depending on $\epsilon$ ).

We also display an infinite series of imaginary quadratic fields $K$ such that this limit is $<1$.

Theorem 1 is derived by means of genus theory and the Ramanujan-Petersson conjecture for cusp forms of weight 2 on congruence subgroups of $\mathrm{SL}_{2}(\mathbb{Z})$ (as proved by Eichler, Shimura and Igusa) from theorem 2 below which is concerned with determining "the Eisenstein part" of the theta series whose $n$ 'th Fourier coefficient is the number of solutions to:

$$
n=F_{1}(x, y)+F_{2}(u, v), \quad x, y, u, v \in \mathbb{Z}
$$

where $F_{1}$ and $F_{2}$ are two primitive, positive-definite, binary quadratic forms of discriminant $D(=\operatorname{Discr}(K))$, which are in the same genus class. Theorem 2 might be of a certain independent interest insofar as it constitutes, at least from an asymptotic point of view, an explicit generalization of the classical theorem of Jacobi concerning the number of representations of a natural number as a sum of 4 squares.

Our main results are stated in the next section and they are proved in section 3 .
1.3. For the rest of the article we shall fix the following notation.
$K$ : An imaginary quadratic number field,
$D$ : The discriminant of $K$,
$\mathcal{O}$ : The ring of integers in $K$,
$h$ : The class number of $\mathcal{O}$,
$w$ : The number of roots of unity in $K$,
$p$ : A prime number.
By "ideal" we shall always mean "integral ideal".
We shall allow ourselves the use of the word "form" as an abbreviation of "integral, primitive, positive-definite, binary quadratic form".
$N(\cdot)$ denotes norm either of a number in $K$ or of a fractional ideal.
If $D_{1}$ is the discriminant of a quadratic number field, then $\chi_{D_{1}}$ denotes the (Dirichlet) character of that field. Also, $\chi_{1}$ denotes the trivial character.

If $x$ is an integer, the sign

$$
\sum_{\delta \mid x}
$$

means summation over the positive divisors of $x$.
As usual, if $k, N \in \mathbb{N}$ and $\chi$ is a Dirichlet character modulo $N$, we denote by $S_{k}(N, \chi)$ the space of cusp forms of weight $k$ with nebentypus $\chi$ on $\Gamma_{0}(N)$.

Given $D$ we define the numbers:

$$
\alpha(D)=\prod_{\substack{q \mid D \\ q \text { odd prime }}}\left(q+\left(\frac{-1}{q}\right)\right),
$$

where the product is over the odd prime divisors of $D$, and:

$$
\beta(D)= \begin{cases}24 & , \text { if } D \text { is odd } \\ 8 & , \text { if } 4 \mid D, 8 \nmid D \\ 4 & , \text { if } 8 \mid D\end{cases}
$$

We shall also need the following Eisenstein series of weight 2 on the congruence subgroup $\Gamma_{0}(|D|)$ of $\mathrm{SL}_{2}(\mathbb{Z})$.

We consider the non-holomorphic Hecke-Eisenstein series $G_{2}(z ; 0,0,1)$, which is defined as the value of the meromorphic continuation with respect to $s$ of the series:

$$
\sum_{(m, n) \neq(0,0)}(m z+n)^{-2}|m z+n|^{-s}, \quad \operatorname{Im}(z)>0, \operatorname{Re}(s)>0
$$

at $s=0$, where it is holomorphic in $s$; cf. [6], p. 469 (see also [11], §7.2.).
One has:

$$
G_{2}(z ; 0,0,1)=2 \zeta(2)-\frac{\pi}{\operatorname{Im}(z)}-8 \pi^{2} \sum_{n=1}^{\infty}\left(\sum_{d \mid n} d\right) e^{2 \pi i n z}
$$

where $\zeta(s)$ is Riemann's zeta function. Furthermore, $G_{2}(z ; 0,0,1)$ is invariant under the weight 2 action of $\mathrm{SL}_{2}(\mathbb{Z})$ :

$$
(c z+d)^{-2} G_{2}\left(\frac{a z+b}{c z+d} ; 0,0,1\right)=G_{2}(z ; 0,0,1) \quad \text { for } \quad\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z})
$$

If $\delta$ is a natural number then

$$
E_{2}^{(\delta)}(z):=\frac{3}{\pi^{2}}\left(\delta G_{2}(\delta z ; 0,0,1)-G_{2}(z ; 0,0,1)\right), \quad \operatorname{Im}(z)>0
$$

is a (holomorphic) modular form of weight 2 on $\Gamma_{0}(\delta)$ with the following Fourier expansion at $\infty$ for $\delta>1$ :

$$
E_{2}^{(\delta)}(z)=(\delta-1)+24 \sum_{n=1}^{\infty}\left(\sum_{\substack{d \mid n \\ \delta \nmid d}} d\right) e^{2 \pi i n z}
$$

note that

$$
E_{2}^{(1)}(z)=0
$$

If $F$ is a (integral, primitive, positive-definite, binary quadratic) form of discriminant $D$, then according to Hecke, cf. [5], $\S \S 3,4$ or [13], pp. 232-238, the associated theta series:

$$
\theta_{F}(z):=\sum_{x, y \in \mathbb{Z}} e^{2 \pi i F(x, y) \cdot z}, \quad \operatorname{Im}(z)>0
$$

is a modular form of weight 1 on $\Gamma_{0}(|D|)$ with nebentypus $\chi_{D}$. The function $\theta_{F}$ depends only on the equivalence class of the form $F$, and hence we shall allow ourselves to speak of the function $\theta_{F}$ also if $F$ denotes an equivalence class of forms of discriminant $D$.

## 2. The Theorems.

2.1. Our main results are given by the following two theorems.

Theorem 1. Suppose that $F$ is an integral, primitive, positive-definite, binary quadratic form of discriminant $D$ which belongs to the principal genus. If $p$ is a prime number, we define the number:

$$
\mathcal{N}_{F}(p)=\sum_{k=1}^{p-1} \#\left\{(x, y) \in \mathbb{Z}^{2} \mid F(x, y)=k(p-k)\right\}
$$

Then we have:

$$
\begin{equation*}
\mathcal{N}_{F}(p)=\frac{\beta(D) h}{\alpha(D) w} \cdot p+O\left(p^{\frac{1}{2}}\right) \tag{*}
\end{equation*}
$$

In particular, if we take for $F$ the norm form we have that the number of integers in $\mathcal{O}$ with norm $k(p-k)$ for some $k$ with $1 \leq k \leq p-1$, is given by the right hand side of $(*)$.

Theorem 1 will be derived by genus theory and the Ramanujan-Petersson conjecture for cusp forms of weight 2 on congruence subgroups of $\mathrm{SL}_{2}(\mathbb{Z})$ from the following theorem.

Theorem 2. Let $F_{1}$ and $F_{2}$ be two integral, primitive, positive-definite, binary quadratic forms of discriminant $D$ which are in the same genus class, and consider the theta series:

$$
\theta_{F_{1}, F_{2}}(z):=\theta_{F_{1}}(z) \theta_{F_{2}}(z)=\sum_{x, y, u, v \in \mathbb{Z}} e^{2 \pi i\left(F_{1}(x, y)+F_{2}(u, v)\right) z}, \quad \operatorname{Im}(z)>0
$$

which is a modular form of weight 2 on $\Gamma_{0}(|D|)$.
I. Let $D_{0}$ be the odd part of $D$, and define $E(D)$ to be the following linear combination of Eisenstein series of weight 2 on $\Gamma_{0}(|D|)$ :

For $D \equiv 1$ (4):

$$
E(D)=\frac{1}{\alpha(D)} \sum_{\delta \mid D}-\left(\frac{-1}{\delta}\right) E_{2}^{(\delta)}
$$

For $4 \mid D, 8 \nmid D:$

$$
E(D)=\frac{1}{3 \alpha(D)} \sum_{\delta \mid D_{0}}\left(\frac{-1}{\delta}\right)\left(E_{2}^{(4 \delta)}-E_{2}^{(\delta)}\right)
$$

$\underline{\text { For } 8 \mid D, D_{0} \equiv 1(4):}$

$$
E(D)=\frac{1}{6 \alpha(D)} \sum_{\delta \mid D_{0}}\left(\frac{-1}{\delta}\right)\left(-E_{2}^{(8 \delta)}+\frac{1}{2} E_{2}^{(4 \delta)}+\frac{1}{2} E_{2}^{(2 \delta)}-E_{2}^{(\delta)}\right)
$$

For $8 \mid D, D_{0} \equiv 3(4):$

$$
E(D)=\frac{1}{6 \alpha(D)} \sum_{\delta \mid D_{0}}\left(\frac{-1}{\delta}\right)\left(E_{2}^{(8 \delta)}-\frac{1}{2} E_{2}^{(4 \delta)}+\frac{1}{2} E_{2}^{(2 \delta)}-E_{2}^{(\delta)}\right)
$$

Then $\theta_{F_{1}, F_{2}}-E(D)$ is a cusp form of weight 2 on $\Gamma_{0}(|D|)$.
II. Consequently, if we define for $n \in \mathbb{N}$ the number

$$
N_{F_{1}, F_{2}}(n):=\#\left\{(x, y, u, v) \in \mathbb{Z}^{4} \mid n=F_{1}(x, y)+F_{2}(u, v)\right\}
$$

and denote by $b_{n}(E(D))$ the $n$ 'th Fourier coefficient of $E(D)$, we have:

$$
N_{F_{1}, F_{2}}(n)=b_{n}(E(D))+O\left(n^{\frac{1}{2}+\epsilon}\right)
$$

for every $\epsilon>0$. Furthermore, one has the following formulae for $b_{n}(E(D))$.
Suppose that $q_{1}, \ldots, q_{t}$ are the odd prime divisors of $(n, D)$, and write:

$$
n=2^{s} \cdot q_{1}^{a_{1}} \cdots q_{t}^{a_{t}} \cdot m
$$

where $m$ is odd and prime to $D$. Define:

$$
\psi_{D}(n):=\prod_{q_{i} \equiv 1(4)}\left(2 \cdot \frac{q_{i}^{a_{i}+1}-1}{q_{i}-1}-1\right)
$$

(where $\psi_{D}(n)$ is to be interpreted as 1 , if $q_{i} \equiv 3$ (4) for all $i$, or if $t=0$ ),

$$
\sigma_{1}(m):=\sum_{d \mid m} d
$$

Then the following holds.
If $D \equiv 1$ (4):

$$
b_{n}(E(D))=\frac{\beta(D)}{\alpha(D)} \cdot\left(2^{s+1}-1\right) \psi_{D}(n) \sigma_{1}(m)
$$

If $4 \mid D, 8 \nmid D:$

$$
b_{n}(E(D))=\frac{\beta(D)}{\alpha(D)} \cdot \psi_{D}(n) \sigma_{1}(m) \cdot \begin{cases}1 & , \text { if } s=0 \\ 3 & , \text { if } s \geq 1\end{cases}
$$

If $8 \mid D, D_{0} \equiv 1$ (4):

$$
b_{n}(E(D))=\frac{\beta(D)}{\alpha(D)} \cdot \psi_{D}(n) \sigma_{1}(m) \cdot \begin{cases}1 & , \text { if } s=0 \\ 2 & \text { if } s=1 \\ 2^{s+1}-6 & , \text { if } s \geq 2\end{cases}
$$

If $8 \mid D, D_{0} \equiv 3(4):$

$$
b_{n}(E(D))=\frac{\beta(D)}{\alpha(D)} \cdot \psi_{D}(n) \sigma_{1}(m) \cdot \begin{cases}1 & , \text { if } s=0 \\ 2 & , \text { if } s=1 \\ 6 & , \text { if } s \geq 2\end{cases}
$$

Theorems 1 and 2 will be proved in the next section. For the rest of this section we shall add some comments to and draw some consequences of these theorems.
2.2.

Remark 1. In [9] Kloosterman gives an asymptotic formula for the number of integral representations of $n \in \mathbb{N}$ by the form:

$$
a x^{2}+b y^{2}+c z^{2}+d t^{2}
$$

for given $a, b, c, d \in \mathbb{N}$. The main term of this formula involves the 'singular series' of Hardy-Littlewood. Apart from the error term of the formula, which is worse than the one in II. of theorem 2, it should in some special cases be possible to derive II. from the main theorem of [9], for example in the case:

$$
4 \mid D, 8 \nmid D \quad \text { and } \quad F_{1}(x, y)=F_{2}(x, y)=x^{2}-\frac{1}{4} D y^{2}
$$

anyway, such a derivation certainly requires a non-trivial amount of effort. In any case, even if one ignores the less favorable error term in the main theorem of [9], neither does this theorem contain II. of theorem 2, nor is the converse the case.

Remark 2. A number of special cases of II. of theorem 2 are known in the literature: These are the cases $D=-4$ (theorem of Jacobi, see below); $D=-3,-7$, $-11,-23$, cf. Satz 8.3. on $p .80$ of $[13] ; D=-15$, cf. the first two formulas of Satz 8.4. on $p .81$ of $[13] ; D=-35$, cf. the first two formulas of Satz 8.5. on $p$. 82 of [13]; II. of theorem 2 for the case $D=-8\left(F_{1}=F_{2}=\right.$ norm form) appears in a different form in Satz 15.2. on p. 154 of [13], and for the case $D=-4 q$, where $q$ is a prime number $\equiv 1$ (4) and ( $F_{1}=F_{2}=$ norm form) in a different form in formula (10.17) on p. 101 of [13].

In a number of cases one has in fact $\theta_{F_{1}, F_{2}}=E(D)$ in theorem 2, i.e. the ' $O$ term' in II. of theorem 2 can be dropped. More precisely, this happens exactly in the cases: $D=-3,-4,-7,-8$ and $F_{1}, F_{2}$ both equal to the norm form of $K / \mathbb{Q}$; in these cases the equality $\theta_{F_{1}, F_{2}}=E(D)$ holds for the simple reason that there are no non-trivial cusp forms of weight 2 on $\Gamma_{0}(|D|)$, if $D \in\{-3,-4,-7,-8\}$. Note that this equality for $D=-4$ is the classical theorem of Jacobi on the number of representations of a natural number as a sum of 4 squares.

To see that one has $\theta_{F_{1}, F_{2}}=E(D)$ only in the above cases, one may argue as follows: The Fourier coefficients of $\theta_{F_{1}, F_{2}}($ at $\infty)$ are all integers; on the other hand, the coefficient of $e^{2 \pi i z}$ in the Fourier expansion (at $\infty$ ) of $E(D)$ is $\beta(D) \alpha(D)^{-1}$. Thus, if $\theta_{F_{1}, F_{2}}=E(D)$, then $\alpha(D)$ divides $24,8,4$ if $(D \equiv 1(4))$, $(4 \mid D, 8 \nmid D)$, $(8 \mid D)$, respectively. This gives a priori the following possibilities to consider: $D=-3,-7,-15,-4,-8,-24$. If $D=-15$ or $D=-24$, the class number of $K$ is 2; in each of these cases then, there are two possibilities for the pair $\left(F_{1}, F_{2}\right)$; computing the first two Fourier coefficients of $\theta_{F_{1}, F_{2}}$ and of $E(D)$ in the resulting four cases one checks that the equality $\theta_{F_{1}, F_{2}}=E(D)$ does not hold in any of these cases.
2.3. For applications of theorem 1 to the situation of section 1.2 the following proposition is of interest.

Proposition 1. We have:

$$
\frac{\beta(D) h}{\alpha(D) w}=O\left(\frac{\log |D| \log \log |D|}{|D|^{\frac{1}{2}}}\right)
$$

Thus, whenever the discriminant of $K$ is numerically above a certain bound, the requirement $\mathcal{N}(p, K)<p-1$ in the theorem of $G$. Frey quoted in section 1.2 is fulfilled for all sufficiently large prime numbers $p$.

Proof. The second statement follows immediately from the first and theorem 1 if we take for $F$ in theorem 1 the norm form of the imaginary quadratic field $K$.

In order to show the first statement we must show that:

$$
\frac{h}{\alpha(D)}=O\left(\frac{\log |D| \log \log |D|}{|D|^{\frac{1}{2}}}\right)
$$

Now, if we use the inequality:

$$
h \leq \frac{1}{\pi}|D|^{\frac{1}{2}} \log |D|
$$

which holds for $D<-4$, cf. p. 57 in [12], we obtain for $D<-4$ :

$$
h \alpha(D)^{-1}=h \prod_{\substack{q \mid D \\ q \text { odd prime }}}\left(q+\left(\frac{-1}{q}\right)\right)^{-1} \leq \frac{1}{\pi}|D|^{\frac{1}{2}} \log |D| \cdot \prod_{\substack{q \mid D \\ q \text { odd prime }}}(q-1)^{-1},
$$

and thus:

$$
h \alpha(D)^{-1}=O\left(\frac{\log \left|D_{0}\right|}{\left|D_{0}\right|^{\frac{1}{2}}} \cdot \prod_{\substack{q \mid D_{0} \\ q \text { prime }}}\left(1-\frac{1}{q}\right)^{-1}\right)
$$

where $D_{0}$ is the odd part of $D$.
Now, if we let $n$ be the number of prime divisors of $D_{0}$ and denote by $p_{1}, \ldots, p_{n}$ the first $n$ prime numbers, we have since $\left(1-x^{-1}\right)^{-1}$ is decreasing for $x>1$ :

$$
\prod_{\substack{q \mid D_{0} \\ q \text { prime }}}\left(1-\frac{1}{q}\right)^{-1} \leq \prod_{i=1}^{n}\left(1-\frac{1}{p_{i}}\right)^{-1}=\prod_{\substack{q \leq p_{n} \\ q \text { prime }}}\left(1-\frac{1}{q}\right)^{-1}=O\left(\log p_{n}\right)
$$

cf. [10], p.139. This together with the obvious estimates:

$$
\log p_{n}=O(\log n)
$$

and

$$
n=O\left(\log \left|D_{0}\right|\right)
$$

finishes the proof.
Remark 3. If we define

$$
f(D):=\frac{\beta(D) h}{\alpha(D) w}
$$

the theorem of G. Frey quoted in section 1.2 shows that it is of some interest to find examples of discriminants $D$ such that $f(D)<1$. Proposition 1 tells us that there are only finitely many discriminants such that this does not hold, but it does of course not tell us what these finitely many discriminants are. However, if one
considers only discriminants with a certain fixed number of odd prime divisors it is fairly easy to determine which of them satisfy $f(D)<1$. Here is a simple example:

If $D=-q$, where $q$ is a prime $\equiv 3(4)$, then

$$
f(D)=\frac{24 h}{w(q-1)}
$$

Using as in the proof of proposition 1 the inequality

$$
h \leq \frac{1}{\pi}|D|^{\frac{1}{2}} \log |D| \quad \text { for } \quad D<-4
$$

one easily finds:

$$
f(-q)<1 \quad \text { for } \quad q \geq 599
$$

Investigating with the help of a table of class numbers the remaining cases $3 \leq q \leq$ 587 , one finds that:

For $q$ prime $\equiv 3(4)$, we have

$$
f(-q)<1 \quad \text { exactly when } \quad q \notin\{3,7,11,23,31,47,71\}
$$

Similarly, one can show:
For $q$ prime $\equiv 1$ (4), we have

$$
f(-4 q)<1 \quad \text { exactly when } \quad q \neq 5
$$

and:
for $q$ prime, we have

$$
f(-8 q)<1 \quad \text { exactly when } \quad q \notin\{3,7\}
$$

## 3. Proofs of the theorems.

We now prepare the proof of theorem 2. First some more notation: If $f$ is a modular form of weight $k$ on some subgroup of $\mathrm{SL}_{2}(\mathbb{Z})$, we define for $c \in \mathbb{N}$ the value of $f$ at the cusp $c^{-1}$ to be the number:

$$
\lim _{z \rightarrow i \infty}\left(\left.f\right|_{k}\left(\begin{array}{ll}
1 & 0 \\
c & 1
\end{array}\right)\right)(z)
$$

where as usual:

$$
\left(\left.f\right|_{k}\left(\begin{array}{cc}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)\right)(z):=(\gamma z+\delta)^{-k} f\left(\frac{\alpha z+\beta}{\gamma z+\delta}\right) \quad \text { for } \quad\left(\begin{array}{cc}
\alpha & \beta \\
\gamma & \delta
\end{array}\right) \in \operatorname{SL}_{2}(\mathbb{Z})
$$

If $D_{1}$ and $D_{2}$ are integers such that $D=D_{1} \cdot D_{2}$, and which both satisfy the condition of being either $\equiv 1$ (4) or divisible by 4 , i.e. we have $D=D_{1} \cdot D_{2}$ where both $D_{1}$ and $D_{2}$ satisfy the condition of being either 1 or the discriminant of a quadratic number field, then we have the genus character $\chi_{D_{1}, D_{2}}$ defined on ideals of $\mathcal{O}$; cf. [15], pp. 111-113. If $F$ is a form of discriminant $D$ we shall by abuse of notation allow ourselves to evaluate $\chi_{D_{1}, D_{2}}$ on $F$; this means of course evaluating $\chi_{D_{1}, D_{2}}$ on the genus class to which $F$ belongs.

In case $D$ is odd, the next result is contained in lemma IV (2.3) in [3]. We need the result also in the case that $D$ is even, but as the proof is analogous to the proof in [3] for the odd case, we shall leave some of the computations in the proof to the reader.

Proposition 2. Let $F$ be an integral, primitive, positive-definite, binary quadratic form of discriminant $D$, and let $c \in \mathbb{N}$ be a divisor of $D$. Then the value of $\theta_{F}$ at the cusp $c^{-1}$ is as follows.

If there is a decomposition $D=D_{1} \cdot D_{2}$ where $\left|D_{2}\right|=c$ and where $D_{1}$ and $D_{2}$ both are either $\equiv 1$ (4) or $\equiv 0$ (4), then the value of $\theta_{F}$ at the cusp $c^{-1}$ is:

$$
\tau\left(\chi_{D_{1}}\right)^{-1} \chi_{D_{1}, D_{2}}(F)
$$

where $\tau\left(\chi_{D_{1}}\right)$ denotes the Gauß sum of the character $\chi_{D_{1}}$.
If no such decomposition exists, the value of $\theta_{F}$ at the cusp $c^{-1}$ is 0 .
Proof. If $A$ is a non-zero ideal of $\mathcal{O}$ and $\rho \in A$, we consider the Hecke binary theta series:

$$
\theta(z ; \rho, A, \sqrt{D}):=\sum_{\mu \equiv \rho \bmod A \sqrt{D}} \exp \left(2 \pi i z \cdot \frac{N(\mu)}{N(A)|D|}\right), \quad \operatorname{Im}(z)>0
$$

cf. [5], §3.
Now choose an ideal A such that the form $F$ is given by:

$$
F(x, y)=\frac{N(x \alpha+y \beta)}{N(A)}
$$

for a properly oriented $\mathbb{Z}$-basis $(\alpha, \beta)$ of $A$. Then we have:

$$
\theta_{F}(z)=\theta(z ; 0, A, \sqrt{D})
$$

Denoting by $S$ and $T$ the matrices:

$$
S=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \quad T=\left(\begin{array}{cc}
1 & 1 \\
0 & 1
\end{array}\right)
$$

we have

$$
S^{-1} T^{-c} S=\left(\begin{array}{cc}
1 & 0 \\
c & 1
\end{array}\right)
$$

Then, using the transformation formulae (12), (14) of $\S 3$ in [5], one finds:

$$
V_{F, c}:=\lim _{z \rightarrow i \infty}\left(\left.\theta_{F}\right|_{1}\left(\begin{array}{cc}
1 & 0 \\
c & 1
\end{array}\right)\right)(z)=\frac{1}{|D|} \sum_{\gamma \in A / A \sqrt{D}} e^{2 \pi i \cdot \frac{c}{D} \cdot \frac{N(\gamma)}{N(A)}} .
$$

Now choose a number $a \in A$ such that the ideal $(a) A^{-1}$ is prime to $(\sqrt{D})$. Put

$$
M=N\left((a) A^{-1}\right)=\frac{a \bar{a}}{N(A)}
$$

then $M$ is a natural number prime to $D$ and we have

$$
\chi_{D_{1}, D_{2}}(F)=\chi_{D_{1}, D_{2}}(A)=\chi_{D_{1}}(M)
$$

Furthermore, a set of representatives of $A \bmod A \sqrt{D}$ is given by $a \mu$ where $\mu$ runs through a set of representatives of $\mathcal{O} \bmod \sqrt{D}$, so that:

$$
V_{F, c}=\frac{1}{|D|} \sum_{\mu \in \mathcal{O} / \sqrt{D}} e^{2 \pi i \cdot \frac{M}{D / c} \cdot \mu \bar{\mu}}
$$

If $r$ and $s$ are coprime non-zero integers we consider the sum:

$$
C\left(\frac{r}{s}\right):=\sum_{l \bmod s} e^{2 \pi i \cdot \frac{r}{s} l^{2}}
$$

Then, choosing as a set of representatives of $\mathcal{O} \bmod \sqrt{D}:$

$$
0,1, \ldots,|D|-1 \quad \text { if } D \text { is odd }
$$

and

$$
x+y \sqrt{D / 4} \quad \text { with } \quad 0 \leq x \leq \frac{1}{2}|D|-1,0 \leq y \leq 1 \quad \text { if } D \text { is even, }
$$

we find for $D$ odd:

$$
V_{F, c}=\frac{1}{|D|} \sum_{l \bmod D} e^{2 \pi i \cdot \frac{M}{D / c} l^{2}}=\frac{c}{|D|} C\left(\frac{M}{D / c}\right)
$$

and for $D$ even:

$$
V_{F, c}=\frac{1}{|D|}\left(1+i^{-c M}\right) \sum_{l \bmod D / 2} e^{2 \pi i \cdot \frac{M}{D / c} l^{2}}=\frac{c}{|D|} \cdot \frac{1+i^{-c}}{2} C\left(\frac{M}{D / c}\right)
$$

where we used that $M \equiv 1(4)$, if $D$ is even.
Now, one easily sees that the existence of a decomposition $D=D_{1} \cdot D_{2}$ where $D_{1}$ and $D_{2}$ both are either $\equiv 1(4)$ or $\equiv 0(4)$ and $\left|D_{2}\right|=c$, is equivalent to the condition that either $D / c$ or $c$ be odd. Suppose that this condition is not fulfilled. Then either $c$ is even but not divisible by 4 , or $D / c$ is even but not divisible by 4 . If $c$ is even but not divisible by 4 then $D$ must be even and so clearly $V_{F, c}=0$ (since then $i^{-c}=-1$ ). Suppose then that $D / c$ is even but not divisible by 4. Then:

$$
\begin{aligned}
C\left(\frac{M}{D / c}\right) & =\sum_{l=0}^{D / 2 c-1} e^{2 \pi i \cdot \frac{M}{D / c} l^{2}}+\sum_{l=0}^{D / 2 c-1} e^{2 \pi i \cdot \frac{M}{D / c}\left(l^{2}+\frac{1}{4} \cdot \frac{D^{2}}{c^{2}}\right)} \\
& =\left(1+e^{\frac{\pi i}{2} \cdot M \cdot \frac{D}{c}}\right) \sum_{l=0}^{D / 2 c-1} e^{2 \pi i \cdot \frac{M}{D / c} l^{2}}=0
\end{aligned}
$$

since $D$ must be even and so $M$ odd. Hence, $V_{F, c}=0$ also in this case.
For the rest of the proof we then assume that either $D / c$ or $c$ is odd.
We denote by $D_{1}$ and $D_{2}$ the uniquely determined integers which both are either $\equiv 1(4)$ or $\equiv 0(4)$, and for which $D=D_{1} \cdot D_{2}$ and $\left|D_{2}\right|=c$.

Suppose that $D / c$ is odd. Put $\epsilon=\left(\frac{-1}{D / c}\right)$. Then $D_{1}=\epsilon \cdot D / c$.
Since now either $D$ is odd or $c$ is divisible by 4 , we have:

$$
V_{F, c}=\frac{1}{|D / c|} C\left(\frac{M}{D / c}\right)=\frac{1}{\left|D_{1}\right|} C\left(\frac{\epsilon M}{D_{1}}\right)
$$

Using then that $D_{1}$ is odd and $M>0$ we get:

$$
\begin{gathered}
V_{F, c}=\left(\frac{\epsilon M}{D_{1}}\right) \cdot \frac{1}{\left|D_{1}\right|} C\left(\frac{1}{D_{1}}\right)=\left(\frac{M}{D_{1}}\right) \tau\left(\chi_{D_{1}}\right)^{-1} \\
=\left(\frac{D_{1}}{M}\right) \tau\left(\chi_{D_{1}}\right)^{-1}=\chi_{D_{1}}(M) \tau\left(\chi_{D_{1}}\right)^{-1}=\chi_{D_{1}, D_{2}}(F) \tau\left(\chi_{D_{1}}\right)^{-1}
\end{gathered}
$$

(cf. for example [7], $\S 54, \S 58)$.
Suppose then that $D / c$ is even but $c$ is odd. Then $D / c$ must be divisible by 4 , and $M$ is odd. We find that

$$
D_{1}=\left(\frac{-1}{c}\right) \cdot \frac{D}{c}
$$

One checks that

$$
\left|D_{1}\right|^{-\frac{1}{2}} \cdot 2^{-\frac{1}{2}}\left(1+i^{-c}\right)=e^{\frac{\pi i}{4}} \tau\left(\chi_{D_{1}}\right)^{-1}
$$

so that:

$$
\tau\left(\chi_{D_{1}}\right) V_{F, c}=e^{\frac{\pi i}{4}} \cdot 2^{-\frac{1}{2}}|D / c|^{-\frac{1}{2}} C\left(\frac{M}{D / c}\right)
$$

Now we use the reciprocity law for the sums $C\left(\frac{r}{s}\right)$, cf. §57, Satz 163 in [7]; in our case this law yields:

$$
C\left(\frac{M}{D / c}\right)=e^{-\frac{\pi i}{4}} \cdot|D / c|^{\frac{1}{2}} 2^{\frac{1}{2}} M^{-\frac{1}{2}} C\left(\frac{-D / 4 c}{M}\right)
$$

where we used $M>0, D / c<0$. Then:

$$
\begin{gathered}
\tau\left(\chi_{D_{1}}\right) V_{F, c}=M^{-\frac{1}{2}} C\left(\frac{-D / 4 c}{M}\right)=\left(\frac{-D / 4 c}{M}\right) \cdot M^{-\frac{1}{2}} C\left(\frac{1}{M}\right) \\
=\left(\frac{-D / 4 c}{M}\right)=\left(\frac{D_{1}}{M}\right)=\chi_{D_{1}}(M)=\chi_{D_{1}, D_{2}}(F)
\end{gathered}
$$

where again we used $M>0, M \equiv 1$ (4).
Proposition 3. Let $F_{1}$ and $F_{2}$ be two integral, primitive, positive-definite, binary quadratic forms of discriminant $D$. Consider the theta series:

$$
\theta_{F_{1}, F_{2}}(z)=\theta_{F_{1}}(z) \theta_{F_{2}}(z)
$$

as a modular form of weight 2 on $\Gamma_{0}(|D|)$.
Let $c>0$ be a divisor of $D$. Then, if we require $F_{1}$ and $F_{2}$ to be in the same genus class, the value of $\theta_{F_{1}, F_{2}}$ at the cusp $c^{-1}$ is this:

$$
\begin{cases}\frac{c}{D} \cdot\left(\frac{-1}{D / c}\right) & , \text { if } \frac{D}{c} \text { is odd } \\ \frac{c}{D} \cdot\left(\frac{-1}{c}\right) & , \text { if } c \text { is odd } \\ 0 & , \text { otherwise }\end{cases}
$$

Proof. As in the proof of the preceding proposition we note that there is a decomposition $D=D_{1} \cdot D_{2}$, where both $D_{1}$ and $D_{2}$ are either $\equiv 1$ (4) or $\equiv 0$ (4), and $\left|D_{2}\right|=c$, if and only if either $D / c$ or $c$ is odd. If such a decomposition does not exist, proposition 2 tells us that the value of $\theta_{F_{1}, F_{2}}$ at the cusp $c^{-1}$ is 0 . If such a decomposition exists, we find, since $F_{1}$ and $F_{2}$ are in the same genus class, that the value of $\theta_{F_{1}, F_{2}}$ at the cusp $c^{-1}$ is:

$$
\tau\left(\chi_{D_{1}}\right)^{-2}=\frac{1}{D_{1}}= \begin{cases}\frac{c}{D} \cdot\left(\frac{-1}{D / c}\right) & , \text { if } D / c \text { is odd } \\ \frac{c}{D} \cdot\left(\frac{-1}{c}\right) & , \text { if } c \text { is odd }\end{cases}
$$

Proof of theorem 2. I. In order to prove I. of theorem 2 it suffices to show that $E(D)$ has the same value at the cusp $c^{-1}$ as $\theta_{F_{1}, F_{2}}$ for every divisor $c>0$ of $D$ : This follows because the numbers $c^{-1}$ with $c$ a positive divisor of $D$ form a system representatives of the cusps with respect to $\Gamma_{0}(|D|)$; here one uses that $D$ is not divisible by 16 and that the odd part $D_{0}$ of $D$ is square free.

So, we fix a positive divisor $c$ of $D$ and begin by computing the value at the cusp $c^{-1}$ of the Eisenstein series $E_{2}^{(\delta)}$ where $\delta$ is an arbitrary positive divisor of $D$.

Now, since $G_{2}(z ; 0,0,1)$ is invariant under the weight 2 action of $\mathrm{SL}_{2}(\mathbb{Z})$ (cf. [6], p. 469), we have:

$$
\lim _{z \rightarrow i \infty}\left(\left.G_{2}(z ; 0,0,1)\right|_{2}\left(\begin{array}{cc}
1 & 0 \\
c & 1
\end{array}\right)\right)=2 \zeta(2)
$$

If we choose $x, y \in \mathbb{Z}$ such that:

$$
x c-y \delta=-(c, \delta)
$$

and put

$$
A=\left(\begin{array}{ll}
\delta(c, \delta)^{-1} & x \\
c(c, \delta)^{-1} & y
\end{array}\right), \quad B=\left(\begin{array}{cc}
(c, \delta) & -x \\
0 & \delta(c, \delta)^{-1}
\end{array}\right)
$$

then $A \in \mathrm{SL}_{2}(\mathbb{Z})$ and

$$
A B=\left(\begin{array}{cc}
\delta & 0 \\
c & 1
\end{array}\right)=\left(\begin{array}{ll}
\delta & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
c & 1
\end{array}\right)
$$

so that:

$$
\begin{aligned}
& \lim _{z \rightarrow i \infty}\left(\left.G_{2}(\delta z ; 0,0,1)\right|_{2}\left(\begin{array}{cc}
1 & 0 \\
c & 1
\end{array}\right)\right) \\
= & \lim _{z \rightarrow i \infty}\left(\left.\delta^{-1} G_{2}(z ; 0,0,1)\right|_{2} A B\right) \\
= & \delta^{-1} \lim _{z \rightarrow i \infty}\left(\left.G_{2}(z ; 0,0,1)\right|_{2} B\right) \\
= & \delta^{-1} \lim _{z \rightarrow i \infty}\left(\delta \cdot\left(\frac{\delta}{(c, \delta)}\right)^{-2} G_{2}\left(\frac{(c, \delta)^{2}}{\delta} z-\frac{x(c, \delta)}{\delta} ; 0,0,1\right)\right) \\
= & \frac{(c, \delta)^{2}}{\delta^{2}} \cdot 2 \zeta(2) .
\end{aligned}
$$

Consequently,

$$
\lim _{z \rightarrow i \infty}\left(\left.E_{2}^{(\delta)}(z)\right|_{2}\left(\begin{array}{ll}
1 & 0  \tag{1}\\
c & 1
\end{array}\right)\right)=\frac{(c, \delta)^{2}}{\delta}-1
$$

Now, let us write

$$
c=2^{s} c_{0}
$$

with $c_{0}$ odd so that $c_{0} \mid D_{0}$, and let us note the following.
We have:

$$
\begin{equation*}
\alpha(D)=\prod_{\substack{q \mid D_{0} \\ q \text { prime }}}\left(q+\left(\frac{-1}{q}\right)\right)=\sum_{\delta \mid D_{0}} \delta \cdot\left(\frac{-1}{\left|D_{0}\right| / \delta}\right)=-\left(\frac{-1}{D_{0}}\right) \sum_{\delta \mid D_{0}}\left(\frac{-1}{\delta}\right) \delta, \tag{2}
\end{equation*}
$$

since $D_{0}$ is square free, and for the same reason:

$$
\begin{align*}
& \sum_{\delta \mid D_{0}}\left(\frac{-1}{\delta}\right) \cdot \frac{\left(c_{0}, \delta\right)^{2}}{\delta}=\sum_{\delta_{1} \mid c_{0}} \sum_{\delta_{2} \left\lvert\, \frac{D_{0}}{c_{0}}\right.}\left(\frac{-1}{\delta_{1}}\right)\left(\frac{-1}{\delta_{2}}\right) \cdot \frac{\delta_{1}}{\delta_{2}}  \tag{3}\\
& =\left(\sum_{\delta_{1} \mid c_{0}}\left(\frac{-1}{\delta_{1}}\right) \delta_{1}\right) \cdot \frac{c_{0}}{\left|D_{0}\right|}\left(\frac{-1}{\left|D_{0}\right| / c_{0}}\right) \sum_{\delta_{2} \left\lvert\, \frac{D_{0}}{c_{0}}\right.}\left(\frac{-1}{\delta_{2}}\right) \delta_{2}=\frac{c_{0}}{D_{0}}\left(\frac{-1}{D_{0} / c_{0}}\right) \sum_{\delta \mid D_{0}}\left(\frac{-1}{\delta}\right) \delta \\
& =-\frac{c_{0}}{D_{0}}\left(\frac{-1}{c_{0}}\right) \alpha(D)
\end{align*}
$$

because of (2). Note also that:

$$
\begin{equation*}
\sum_{\delta \mid D_{0}}\left(\frac{-1}{\delta}\right)=0 \quad, \text { if } D_{0} \equiv 1(4) \tag{4}
\end{equation*}
$$

Inserting (1) in the definition of $E(D)$ and using (2), (3) and (4) we can determine the value of $E(D)$ at the cusp $c^{-1}$ in the various cases.

Suppose for example that $8 \mid D, D_{0} \equiv 3$ (4). Then:

$$
\begin{aligned}
& \lim _{z \rightarrow i \infty}\left(\left.E(D)(z)\right|_{2}\left(\begin{array}{cc}
1 & 0 \\
c & 1
\end{array}\right)\right) \\
= & (6 \alpha(D))^{-1} \sum_{\delta \mid D_{0}}\left(\frac{-1}{\delta}\right)\left(\frac{(c, 8 \delta)^{2}}{8 \delta}-\frac{(c, 4 \delta)^{2}}{8 \delta}+\frac{(c, 2 \delta)^{2}}{4 \delta}-\frac{(c, \delta)^{2}}{\delta}\right) \\
= & (6 \alpha(D))^{-1}\left(\sum_{\delta \mid D_{0}}\left(\frac{-1}{\delta}\right) \cdot \frac{\left(c_{0}, \delta\right)^{2}}{\delta}\right)\left(\frac{(c, 8)^{2}}{8}-\frac{(c, 4)^{2}}{8}+\frac{(c, 2)^{2}}{4}-1\right) \\
= & -\frac{c_{0}}{D_{0}}\left(\frac{-1}{c_{0}}\right) \cdot \begin{cases}-\frac{1}{8} & , \text { if } s=0 \\
0 & , \text { if } s=1,2 \\
1 & , \text { if } s=3\end{cases} \\
= & \begin{cases}\frac{c}{D}\left(\frac{-1}{c}\right), & \text { if } s=0 \\
0 \quad, & \text { if } s=1,2 \\
\frac{c}{D}\left(\frac{-1}{D / c}\right) & , \text { if } s=3 .\end{cases}
\end{aligned}
$$

The computation of the value of $E(D)$ at the cusp $c^{-1}$ in the other cases is similar and yields the same result.

The proof of I. of theorem 2 is then concluded by comparing these values with the values of $\theta_{F_{1}, F_{2}}$ at the cusp $c^{-1}$ given by proposition 3.
II. That

$$
N_{F_{1}, F_{2}}(n)=b_{n}(E(D))+O\left(n^{\frac{1}{2}+\epsilon}\right)
$$

for every $\epsilon>0$ is an immediate consequence of theorem 2 and the RamanujanPetersson conjecture (cf. for example [11], p.150). Define for $\delta \in \mathbb{N}$ the numbers:

$$
\begin{gathered}
\sigma_{1}(n, \delta):=\sum_{\substack{d \mid n \\
\delta \nmid d}} d \quad \text { if } \quad \delta>1, \\
\sigma_{1}(n, 1):=0
\end{gathered}
$$

and recall that the Fourier expansion of the Eisenstein series $E_{2}^{(\delta)}$ at $\infty$ is this:

$$
E_{2}^{(\delta)}(z)=(\delta-1)+24 \sum_{n=1}^{\infty} \sigma_{1}(n, \delta) e^{2 \pi i n z}, \quad \operatorname{Im}(z)>0
$$

If we put

$$
m_{1}=q_{1}^{a_{1}} \cdots q_{t}^{a_{t}} \cdot m
$$

so that $n=2^{s} m_{1}$, a few straightforward computations using:

$$
\sum_{\delta \mid D_{0}}\left(\frac{-1}{\delta}\right)=0, \quad \text { if } D_{0} \equiv 1(4)
$$

reveal that we can finish the proof by showing that:

$$
\sum_{\delta \mid D_{0}}\left(\frac{-1}{\delta}\right)\left(\sigma_{1}\left(m_{1}\right)-\sigma_{1}\left(m_{1}, \delta\right)\right)=\psi_{D}(n) \sigma_{1}(m)
$$

Put

$$
m_{0}=q_{1}^{a_{1}} \cdots q_{t}^{a_{t}}, \quad r=q_{1} \cdots q_{t}
$$

so that $m_{1}=m_{0} m,\left(m_{0}, m\right)=1$ and $\left(m_{1}, D_{0}\right)=r$.
Using that $D_{0}$ is square free and that $\left(m, D_{0}\right)=1$, we then obtain:

$$
\begin{aligned}
& \sum_{\delta \mid D_{0}}\left(\frac{-1}{\delta}\right)\left(\sigma_{1}\left(m_{1}\right)-\sigma_{1}\left(m_{1}, \delta\right)\right)=\sum_{\delta \mid D_{0}}\left(\frac{-1}{\delta}\right) \sum_{\delta|d| m_{1}} d \\
= & \sum_{\delta_{0} \mid r} \sum_{\delta_{1} \left\lvert\, \frac{D_{0}}{r}\right.}\left(\frac{-1}{\delta_{0}}\right)\left(\frac{-1}{\delta_{1}}\right) \sum_{\delta_{0}\left|d_{0}\right| m_{0}} \sum_{\delta_{1}\left|d_{1}\right| m} d_{0} d_{1} \\
= & \sum_{\delta_{0} \mid r}\left(\frac{-1}{\delta_{0}}\right) \sum_{\delta_{0}\left|d_{0}\right| m_{0}} \sum_{d_{1} \mid m} d_{0} d_{1}=\sigma_{1}(m) \sum_{\delta_{0} \mid r} \sum_{\delta_{0}\left|d_{0}\right| m_{0}}\left(\frac{-1}{\delta_{0}}\right) d_{0} \\
= & \sigma_{1}(m) \sum_{\delta_{0} \mid r}\left(\frac{-1}{\delta_{0}}\right) \cdot \delta_{0} \sigma_{1}\left(\frac{m_{0}}{\delta_{0}}\right) .
\end{aligned}
$$

The proof is then concluded by noting that

$$
\sum_{\delta_{0} \mid r}\left(\frac{-1}{\delta_{0}}\right) \cdot \delta_{0} \sigma_{1}\left(\frac{m_{0}}{\delta_{0}}\right)=\prod_{i=1}^{t}\left(\left(1+\left(\frac{-1}{q_{i}}\right)\right) \cdot \frac{q_{i}^{a_{i}+1}-1}{q_{i}-1}-\left(\frac{-1}{q_{i}}\right)\right)=\psi_{D}(n)
$$

which is easily seen by induction on $t$.
Remark 4. It follows from proposition 3 that if $\left(F_{1}, F_{2}\right)$ and $\left(F_{1}^{\prime}, F_{2}^{\prime}\right)$ are 2 pairs of forms satisfying the hypothesis of theorem 2, then

$$
\begin{equation*}
\theta_{F_{1}, F_{2}}-\theta_{F_{1}^{\prime}, F_{2}^{\prime}} \quad \text { is a cusp form; } \tag{*}
\end{equation*}
$$

alternatively, $(*)$ follows (cf. [14], p. 376) since it is possible to show that $F_{1} \bigoplus F_{2}$ and $F_{1}^{\prime} \bigoplus F_{2}^{\prime}$ are in the same genus. So, in order to prove theorem 2, it suffices to
do so in the case where $F_{1}$ and $F_{2}$ both equal the norm form. Hence, an alternative proof of II. of theorem 2 could be obtained by using Siegel's main theorem on quadratic forms, cf. [14]. However, the computations needed for this are such that the resulting alternative proof would hardly be shorter than the proof presented above. We preferred a Hecke-style approach through I. of theorem 2.

Proof of theorem 1: If $f$ is a modular form of some weight on $\Gamma_{0}(|D|)$, possibly with a nebentypus, we write for $n \in \mathbb{N}_{0}$

$$
b_{n}(f)
$$

for the $n$ 'th Fourier coefficient of $f$ at $\infty$.
Now, considering the theta series $\theta_{F}$ associated to the given form $F$ we have for the number $\mathcal{N}_{F}(p)$ defined in the statement of theorem 1 :

$$
\begin{equation*}
\mathcal{N}_{F}(p)=\sum_{k=1}^{p-1} b_{k(p-k)}\left(\theta_{F}\right) \tag{1}
\end{equation*}
$$

Let $\mathcal{G}_{0}$ denote the principal genus of forms of discriminant $D$, and let $s$ denote the number of equivalence classes of forms of discriminant $D$ in each genus class. Define:

$$
\theta:=\frac{1}{s} \sum_{F_{0} \in \mathcal{G}_{0}} \theta_{F_{0}}
$$

where the summation is over the equivalence classes of forms of discriminant $D$ in $\mathcal{G}_{0}$.

Now, if $F_{1}$ and $F_{2}$ are (integral, primitive, positive-definite, binary, quadratic) forms of discriminant $D$ which are in the same genus class, then as is well-known, we have

$$
\theta_{F_{1}}-\theta_{F_{2}} \in S_{1}\left(|D|, \chi_{D}\right)
$$

cf. [14], p. 376 (of course, this follows also directly from proposition 2). Consequently,

$$
f:=\theta_{F}-\theta \in S_{1}\left(|D|, \chi_{D}\right)
$$

Since the conductor of $\chi_{D}$ is $|D|$, there exist newforms $f_{1}, \ldots, f_{u}$ in $S_{1}\left(|D|, \chi_{D}\right)$ and constants $c_{1}, \ldots, c_{u} \in \mathbb{C}$ such that:

$$
f=\sum_{i=1}^{u} c_{i} f_{i}
$$

cf. for example 4.6.9 and 4.6.13 in [11]. Now, for each $k \in 1, \ldots, p-1$ we have

$$
b_{k(p-k)}\left(f_{i}\right)=b_{k}\left(f_{i}\right) b_{p-k}\left(f_{i}\right)
$$

since $(k, p-k)=1$ and because $f_{i}$ is a newform. Thus,

$$
\sum_{k=1}^{p-1} b_{k(p-k)}(f)=\sum_{i} c_{i} \sum_{k=1}^{p-1} b_{k}\left(f_{i}\right) b_{p-k}\left(f_{i}\right)=\sum_{i} c_{i} \cdot b_{p}\left(f_{i}\right)=O\left(p^{\frac{1}{2}}\right)
$$

because of the Ramanujan-Petersson conjecture for cusp forms of weight 2 on groups of the type $\Gamma_{0}(N)$, proved by Eichler, Shimura and Igusa, cf. [11], p. 150 and the references given there. Together with (1) this gives:

$$
\begin{equation*}
\mathcal{N}_{F}(p)=\sum_{k-1}^{p-1} b_{k(p-k)}(\theta)+O\left(p^{\frac{1}{2}}\right) \tag{2}
\end{equation*}
$$

Now we use freely the correspondence between equivalence classes of forms of discriminant $D$ and ideal classes, and we may thus perceive each genus class as consisting of a collection of ideal classes and hence also of ideals. If $\mathcal{G}$ is a genus class and $n \in \mathbb{N}$ we can then consider the set

$$
\{A \in \mathcal{G} \mid N(A)=n\}
$$

of (integral) ideals in $\mathcal{G}$ with norm $n$.
Let $\mathcal{G}$ be a genus class and let $m$ and $n$ be two coprime natural numbers. We claim that the map given by

$$
\left(A_{1}, A_{2}\right) \mapsto A_{1} A_{2}
$$

from the set:

$$
\bigcup_{\mathcal{G}_{1}}\left\{\left(A_{1}, A_{2}\right) \in \mathcal{G}_{1} \times \mathcal{G}_{1} \mathcal{G} \mid N\left(A_{1}\right)=m, \quad N\left(A_{2}\right)=n\right\}
$$

where the union is over all genus classes and $A_{1}, A_{2}$ denote ideals, to the set:

$$
\{A \in \mathcal{G} \mid N(A)=m n\}
$$

is a bijection: Surjectivity follows by genus theory and the fact that if $m n$ is norm of an ideal then so are both $m$ and $n$, since $(m, n)=1$; injectivity follows again from $(m, n)=1$, since $A_{1}$ and $A_{2}$ must be coprime if $N\left(A_{1}\right)=m, N\left(A_{2}\right)=n$.

If for an ideal class $\mathcal{A}$ and $t \in \mathbb{N}$ we define

$$
a_{\mathcal{A}}(t)
$$

to be the number of ideals in $\mathcal{A}$ with norm $t$, this bijection gives:

$$
\begin{gather*}
\sum_{\substack{\mathcal{A} \text { ideal class } \\
\mathcal{A} \subseteq \mathcal{G}}} a_{\mathcal{A}}(m n)=\sum_{\substack{\mathcal{G}_{1} \\
\text { genus class }}} \sum_{\substack{\mathcal{A}_{1} \text { ideal class } \\
\mathcal{A}_{1} \subseteq \mathcal{G}_{1}}} \sum_{\substack{\mathcal{A}_{2} \text { ideal class } \\
\mathcal{A}_{2} \subseteq \mathcal{G}_{1} \mathcal{G}}} a_{\mathcal{A}_{1}}(m) a_{\mathcal{A}_{2}}(n)  \tag{3}\\
\sum_{\mathcal{A}_{1} \text { ideal class }} \sum_{\substack{\mathcal{A}_{2} \text { ideal class } \\
\mathcal{A}_{1} \mathcal{A}_{2} \subseteq \mathcal{G}}} a_{\mathcal{A}_{1}}(m) a_{\mathcal{A}_{2}}(n)
\end{gather*}
$$

On the other hand, if $\mathcal{A}_{0}$ is an ideal class and $F_{0}$ the associated equivalence class of forms of discriminant $D$, then one has:

$$
b_{t}\left(\theta_{F_{0}}\right)=w a_{\mathcal{A}_{0}^{-1}}(t) \quad, \text { for } t \in \mathbb{N}
$$

so that (3) reads:

$$
\begin{equation*}
\sum_{F_{0} \in \mathcal{G}} b_{m n}\left(\theta_{F_{0}}\right)=\frac{1}{w} \sum_{F_{1}} \sum_{\substack{F_{2} \\ F_{1} \cdot F_{2} \in \mathcal{G}}} b_{m}\left(\theta_{F_{1}}\right) b_{n}\left(\theta_{F_{2}}\right) \tag{4}
\end{equation*}
$$

where the first sum on the right hand side is over all equivalence classes $F_{1}$ of forms of discriminant $D$, the sum on the left hand side is over all such classes in $\mathcal{G}$, and the second sum on the right hand side is over such classes $F_{2}$ that $F_{1} \cdot F_{2} \in \mathcal{G}$ where $F_{1} \cdot F_{2}$ denotes the Gauß product.

Since $p$ is a prime number we may apply (4) in the case

$$
\mathcal{G}=\mathcal{G}_{0}, \quad m=k, \quad n=p-k
$$

for every $k \in\{1, \ldots, p-1\}$. Summing the resulting equalities over these $k$ gives:

$$
\begin{gather*}
\sum_{k=1}^{p-1} b_{k(p-k)}(\theta)=\frac{1}{s w} \sum_{F_{1}} \sum_{\substack{F_{2} \\
F_{1} \cdot F_{2} \in \mathcal{G}_{0}}} \sum_{k=1}^{p-1} b_{k}\left(\theta_{F_{1}}\right) b_{p-k}\left(\theta_{F_{2}}\right),  \tag{5}\\
=\frac{1}{s w} \sum_{F_{1}} \sum_{\substack{F_{2} \\
F_{1} \cdot F_{2} \in \mathcal{G}_{0}}}\left(b_{p}\left(\theta_{F_{1}} \theta_{F_{2}}\right)-b_{0}\left(\theta_{F_{1}}\right) b_{p}\left(\theta_{F_{2}}\right)-b_{p}\left(\theta_{F_{1}}\right) b_{0}\left(\theta_{F_{2}}\right)\right) \\
=\frac{1}{s w} \sum_{F_{1}} \sum_{\substack{F_{2} \\
F_{1} \cdot F_{2} \in \mathcal{G}_{0}}} b_{p}\left(\theta_{F_{1}} \theta_{F_{2}}\right)+O(1) .
\end{gather*}
$$

Now, the condition $F_{1} \cdot F_{2} \in \mathcal{G}_{0}$ means simply that $F_{1}$ and $F_{2}$ are in the same genus class. So, if this condition is fulfilled, theorem 2 states that

$$
\theta_{F_{1}} \theta_{F_{2}}-E(D)
$$

is a cusp form of weight 2 on $\Gamma_{0}(|D|)$, where $E(D)$ is the Eisenstein series defined in the statement of theorem 2.

Then (2) and (5) give:

$$
\mathcal{N}_{F}(p)=\frac{h}{w} b_{p}(E(D))+O\left(p^{\frac{1}{2}}\right)
$$

because of the Ramanujan-Petersson conjecture, because the number of equivalence classes of forms of discriminant $D$ is $h$, and because each genus class consists of $s$ equivalence classes of forms. The proof is then concluded by noting that:

$$
b_{p}(E(D))=\frac{\beta(D)}{\alpha(D)}(p+1), \quad \text { for } p \nmid D
$$

according to II. of theorem 2.
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