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ABSTRACT. In a work from 1995 by G. Grubb and R. Seeley, a cal-
culus of weakly parametric pseudodifferential operators on closed
manifolds was introduced and used to obtain complete asymptotic
expansions of traces of resolvents and heat operators associated
with the Atiyah-Patodi-Singer problem. The present paper estab-
lishes a generalization allowing not only anisotropic homogeneity
in the symbols, but also including symbols of noninteger, even com-
plex, powers of A— \. The operators in the calculus have complete
asymptotic trace expansions in the parameter (when of trace class),
with polynomial and logarithmic terms.

1. INTRODUCTION

For a classical (i.e., one-step polyhomogeneous) pseudodifferential
operator A of positive order m on a closed manifold X, with a suitable
ellipticity property, it is known that the resolvent powers (A — \)=V
composed with a classical ¥»do B of order m’ € R (with N so large that
B(A — X\)7" is trace-class) have trace expansions

ntm/—j

TrB(A -\ ~ ch)\ Y +Z(cg log A+ ¢H)A™N " (1.1)
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for A — oo in a sector of C. This was shown for integer m in Grubb
and Seeley [GS95, Th. 2.7] by use of a calculus of weakly polyhomo-
geneous symbols depending on the parameter A. Loya introduced in
[LO1] a slightly different symbol calculus which allows also noninteger
m. (The quoted works moreover treat parameter-dependent operators
on manifolds with boundary, resp. on manifolds with singularities such
as edges and corners; in the present note we shall just be concerned
with nonsingular manifolds without boundary, the “interior” calculus.)

! Appeared in Comm. Part. Diff. Equ. 27 (2002), 2333-2361.
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Whereas [GS95] reduces the study to symbols (poly-)homogeneous in
(&, p) with o = A, [LO1] leaves X as it stands, working with anisotropic
homogeneity (quasi-homogeneity) in (£, \); this gives a more direct
check on which logarithmic terms that appear in the trace expansions.
In any case, the logarithms only appear together with integer powers
of .

Inspired by reading [LO1], we found that the calculus of [GS95] can
be generalized in a convenient way to allow not only anisotropic homo-
geneity in the symbols, but also to include symbols of noninteger, even
complex, powers of A — \; this is the subject of the present paper.

The crucial property that assures asymptotic expansions as in (1.1) is
a certain expansion of the symbol in decreasing powers of A for A — oo,
corresponding to a Taylor expansion in z = 1/ of a suitably reduced
symbol, for z — 0 in a sector. This was handled in [GS95] by imposing
uniform symbol estimates for z — 0, a point of view that is well suited
to the treatment of inverses, and this is a basic point of view in the
present generalization too.

A prominent application of the new calculus is the deduction of trace
expansions for operators B(A — \)~® with noninteger or even complex
values of s:

/ .
n+m' —j _s

TrB(A—)\)"° ~ ch)\ m —1—2(02 log A+ A7t (1.2)
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Note that the logarithmic terms can here appear together with nonin-
teger powers.

Plan of the paper: The new symbol classes are introduced in Section
2, where they are shown to contain complex powers of resolvent symbols
for classical ¥do’s and to have the desired Taylor expansion property.
In Section 3 it is shown how kernels of the operators have diagonal
expansions in the parameter with power terms and power-log terms.
In Section 4 it is shown that the complex powers of resolvents belong
to the calculus, and asymptotic trace formulas are deduced.

2. PARAMETER-DEPENDENT SYMBOLS

In the following, we use the notation

€ =1+, N={0,1,2,...}.

Moreover, < means “< a constant, independent of the space variable,
times”; similarly > means “> a constant times”; and = means that
both < and > hold. The constants vary from case to case.
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We shall use the word sector to denote a subset I' of the complex
plane of the form {re™ |r >0, w € I} for some interval I strictly in-
cluded in a period interval [a, a+27]; [ will be called a ray, also denoted
[y, when I consists of one point {#}. We say that I" is closed when it is
closed as a subset of C\ {0}. Since I always lies in the complement of
some ray, ¢’ can be defined holomorphically for all u € I'°, § € C. — In
some definitions below one could take I' = C\ {0}, namely when only
integer powers occur, but since we are aiming for a calculus including
fractional powers, we leave this aspect out; it is not hard to include in
specific situations.

Recall the usual definition of spaces of pseudodifferential symbols
of order m: S™(R” xR") is the space of C* functions p(z,&) with
(x,&) € RV xR" such that

1020¢p(2, )] < (€)™, for all o, 3.

The parameter-dependent generalization set up in [GS95] allowed show-
ing complete asymptotic expansions of suitable families of trace-class
operators in powers and logarithms of u. [GO1] introduced a gener-
alization including powers of |(&, u)| in the definition, needed in the
treatment of boundary value problems. We now define an anisotropic
variant. (Here the sub-o plays a different role than the sub-§ used in

(GO1].)

Definition 2.1. Let m € R, § € C, 0 € R, and let " be a sector in
C.

The space S™O(R” x R™,T") consists of the functions p(x,&,p) €
C*(RYxR™xT') with values in C or in complex N x N-matrices, that
are holomorphic in u €T for |(§, )] > € (some e > 0 depending on p)
and satisfy as functions of z = i, for all j € N,

dp(x,€, ;) € ST (RYXR"), for L €T,
with uniform estimates for |z| <1, % in closed subsectors of T'.
Moreover, we set

S™O(RY xR™, T') = p’ STO(RY xR", T).
We often abbreviate ST-° (R xR™, T') to S™°(T).

When m € Z, 0 = 1 and 0 = d € Z, this is essentially the symbol
space S™4(T") defined in [GS95].

In detail, the estimates to be satisfied by functions p in S™9(R¥ x
R™ T') are, with z = i,

020801 (3p(, €, 1)) Z (It 2.1)
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uniformly for |z| < 1, 1 in closed subsectors I of T'. As usual, such
function spaces are provided with the Fréchet topologies defined by the
associated systems of seminorms:

sup ()~ Hel=91000g 01 (2 p(w, £, 1)),
TERY EER™, %el", |z|<1

Observe that
S™(R” xR™) C S™(R"xR",T) for any ¢ > 0, any T, (2.2)

when the symbol p(z,£) € S™ is considered as constant in p. The
number ¢ indicating the anisotropy between p and & will be fixed in
the calculations. For any m < m' and k € N we have the inclusions

STAT) C SO and  ST(T) € STOHR(TD).
We denote
ﬂ Sr(T) = S,°°(T), U SrO(T) = 532°(T).

meR meR

Remark 2.2. Note that when I" is a single ray, there is no holomorphy
requirement. In fact, the requirement of holomorphy could be taken
out as a side condition and 0, replaced by 9. (as in [GO1]); it is not
necessary for the main properties of the calculus.

It can be convenient in some applications to introduce powers of
(€] + p in the definition as in [GO1] (where [£] is a smooth positive
version of [£]), to build in the properties of such factors shown below
in Theorem 2.8. We leave this complication (which gives rise to a third
upper index) out of the presentation here.

As in the case of ¥do symbols treated in [GS95], there are some
straightforward rules for application of derivatives and multiplication
by 2% to these symbol spaces:

Lemma 2.3. The following mappings are continuous:
. o m m—|al,d
(i) 020 Spa(r) — Sy,
(i) 2 SyO(I') — Sgtoh(T),
(iii) 2: Sm(L) 5 Smo=(T),
for 3 eN, aeN" jeN, d eC.

(For nonzero 4§, the rule for 9, involves the Leibniz formula.)
We also have the product rule:

Lemma 2.4. When p(z, &, p) is in S™°(RYxR™, T) and q(z,&, p) is in
Sm0(RY xR™, T, then the product pq is in ST 0H (R xR™ T').
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Proof. Follows easily by the Leibniz rule. O

Lemma 2.5. Let a € S™ (R” xR") for some m € N. There are
estimates

(0208 (z"a + 1) < (|2[(€)7 + 1) (&7
for any choice of B € NV, a € N*, j € N.
Proof. For (6, «,j) =0 we have, since m > 0,

2"+ 1] < |2|™(€)™ + 1= (2[(€)7 + )™
Now assume that (3, «, j) # 0. For j < m we get

00001 (" + 1)] = |02 0 a] £ || (g)

= (|z1(€))" 7 ()T < (J={€) + 1) (&),

For j > m we have 0J0¢®!(z™a+1) = 0. This completes the proof. [

In the following theorem and lemma we consider a square-matrix
formed symbol a(x,&) € S7(R” xR"), a closed sector I' in C and an
integer m € N, such that

a™ + ™ is invertible with an estimate
@+ ) £ (™ + ™)

for all (z,&, u) € RV xR"x (I"U {0}).

For m = 1, when a is the principal part of a polyhomogeneous symbol
a, this is the condition for uniform parameter-ellipticity of p(z, €, p) =
a(z, &) + p7, as defined in [G96, Def. 2.1.2 2°]. Tt holds locally in x
when the eigenvalues of a avoid the sector where —p” runs.

Theorem 2.6. Let I be a closed sector in C, let m € N and a(x, &) be
a square-matriz formed symbol in S7(RY xR™) satisfying (2.3). Write
z:=p~t. For each ¢ € C there are estimates

070801 (=" a(w, €)™ +1)°| < (|2[(€)7 + 1) 27T (g) Il (2.4)

020 082" (2" a(w, €)™+ 1)°]] £ (|2|(€)° + 1)mRes 1 (goti—mte
(2.5)

forall 3 € NY, a € N", j € N. For each N € N there are estimates
0508 (a(a, &)™ + 27™) N < (J21(€)7 + 1) (g)7UmmDlel (2.6
forall 3 € NY, a € N*, j € N.

Proof. Set p := 2"a"+1and fg.0,)(7,€, 2) == (|z[(€)7+1)! 7 ()71,
Then (2.4) can be written

|a’yp5| S f’y,mRe& IS Nl/-l-n-‘rl'

(2.3)
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Here the sign < indicates an estimate satisfied for all (z,¢,2) €
RYxR"xI'"!. Since

p(z, & 2) 77 < plp(z,§,2)7") 7 and p(p(e,€,2)) < |p(=, €, 2))|
where p denotes spectral radius, the spectrum of p(z, €, 2) is in the
interior of the large circle with radius R(z,&, z) := 2|p(z, &, )|, and in
the exterior of the small circle with radius r(z, &, 2) :== 3|p(z, &, 2) 7~

Moreover, since a™ + p™ is invertible for i in a sector, the spectrum of
p—A=2"(a"+ (1 —A)) avoids R_. Thus we can write

p’ = — / N (p— Nt (2.7)
2 L
where £ = L(x,€, z) is the loop:
[,:{Rew | —m <O <a}+{pe™ | R>p>r}
+{re? |7 > 0> 7} + {pe™ | r < p < R}
Since a € 57, we have
[Pl < [2]™(€)™ + 1= (|2[(€)7 + )™ = fom,
and by (2.3) we get
7t = L2 (@™ A ™) T < 2T )™ ™)
= 27" ()7 + ul)™™ = fo—m-
Thus r = R = fy, from which we see that the length |£| of the loop £
satisfies |L£] = fom, and that we have || = [0 = fo , ges for A € L.
We now establish an estimate
|(p - )‘)_1| S fO,—m

for A on the four parts of the loop £. For |\| = R we use the formula
A=p) L =A1307 (Ap)” to get

-V <RIS 2R 2 gy

k=0
and for [\ =r weuse (A —p) ' =p 1302, (Ap )" to get

DL R

NE

[(p=N)7" <

N[
=
=
l

0
For A\ = pe*™_ 0 > 0, we have
[(p = M) =12l (@™ + (1= )7
< 7)™ A+ ™ (1 =N
< 7)™ A ul™)
= fO,—m-
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When |y| = 1, one has that 3 (p— )"t = —(p—A\)"1d"p(p— )7, so
in general, 07 (p — )\)_1 is a linear combination of products of the form
(p—=NT' plp— N plo— N0 p(p— M)

with k € N, 7/ € N“*"* and 4! + ... + 9% = 4. Lemma 2.5 gives that
167" p| < fot.m» s0 from

(p =270 plp =N 0 P =N
< fO,—mfﬂ/l,me,—m cee f'yk,me,—m

= foem
we obtain that

07 (p =N < frmme (2.8)
Thus we arrive at the estimate

|87p5‘ S |£| iug |>\6a~/(p - >\)_1| S fO,me,mRech%—m = f%mRecS
€

which proves (2.4).
To prove (2.6), write (a™ + 27™)™N = 2™Np=N and use the Leibniz
formula to see that
R (z"Vp )= > NI logol T pN,
7' <min{j,mN}
where
|2 9 og ol p ]
< [ ™ (|2l(€)7 + 1) TR (g)rim
|21(€)° )mN_] v li—mN)
_ Z[(€)7 + 1 JSU(Jm)la\
(1) (646
< (l2[{€)7 + 1) 77 ()70l

since j/ < mN. A similar treatment of 2™ (p — \)~! gives

07" (0 = N) 71 < (214€)7 + 1) ()7l (2.9)
Then
0 (") = o= [ X =0T
2 L
can be estimated similarly to (2.7), implying (2.5). O

The above estimates generalize those obtained in [GS95, Th. 1.17].
The present proof is different and does not need homogeneity of a in &
(which was a prerequisite for the proof in [GS95]).
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Lemma 2.7. Let T be a closed sector in C, let a,b € S7(R” xR"),
m,m’ € N, and assume that a™ + ™ and V™ + u™ satisfy (2.3). Then
(@™ + ™)™ + p™)" € SPmtTY(RY x R, T,
for all §,0" € C with mRed +m'Red <0. If Red > —1, then
(@™ 4 p™)° € SgrReomtm(RY x R, T).
Proof. By (2.4) in Theorem 2.6, we have:
020200 (2 a™ + 1)°07 0" 07 (2™ b™ +1)% |

< (27 + 1) (N (|2 (€)7 + 1) e ()
- (|Z‘<§>U + 1)mRe 6+m’ Re 5,—(]'4-]")<§>U(j+j’)—|a+a’|

< (€)oUHI)~lata’]
Then the claim follows when the Leibniz rule is applied to
0,9¢ ! (“_(m‘”m"”(am + (™ + um’)al)
= 0008 <(zmam + 10z + 1)5l) .
For the last statement, note that since Red 4+ 1 > 0, one has by (2.5),
0708 (=" (2 a™ + 1)°)| < (|2[(€)7 + 1)mReoFD=I (g)momtei-lel
< (|Z| <£>0’ + 1)—] <£>0'm(Re 0+1)—om+oj—|a|
< <é—>amRe5—i—crj—\oz|7
S0 2™ (2™a™ 4 1)° € S9mRed0 The claim follows, since (a™ + u™)° =
Mm+mézm(2mam + 1)5 m
We then find the following generalization of [GS95, Th. 1.17]:

Theorem 2.8. Let I be a closed sector in C and assume that a(x,§) €
S7(R”xR™) satisfies (2.3) form =1. Let 6 € C with Red <0 and let
N € N. Then

(a+p) N0 e SONHRY x R" T)N S, 7V (RY x R",T), (2.10)

(a+ p)N*0 e SONTORY x R™, T) + STV9(RY x R™,T). (2.11)
If Red > —1, one has moreover that
(a+ p)? € STROIFIRY 5 R™ T). (2.12)

Proof. First we use a simple case of Lemma 2.7. With m = 1 and
0" =0, we find

(a+p)’ € SPO(R” x R™,T). (2.13)

Replacing § by —N + § gives (a + p) =¥t € S%=N*9(T), showing part
of (2.10). The statement in (2.12) follows directly from the last part
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of Lemma 2.7. (Note that for —1 < § < 0, the first upper index is
negative and the second positive.)
Next, we shall show (2.11). Let x run on a ray I'g in T, then pV runs

on 'Y with argument 6, say. With b = ¢/~ (¢)° we have
B+ | = 1@ + 1] 2 (€7 +
not only in I'y, but in a sector 'y C I' corresponding to a neighourhood

of #. Thus we can use Lemma 2.7 withm =1, =N, m' = N, § = —1
to see that the product

p = (a+ NN +p)"
is in S29(Tgg). It follows that
(CL + ,U)N = p(€i9<€>UN + ,lLN) € SgN’O(Foo) + Sg’N(Foo).
Now choose a finite covering of I" with sectors I'y,... I, such that
(a + w)" on T equals u; + v; € SIVOT;) + SON(T,), and choose
a partition of unity ¢(0) = ¢1(0) + ... + x(#) such that ¢; is a C>-

function with support in the argument interval of I';. Then ¢; € S2(T")
when viewed as a function of (z,&, i), so we get (a+p)YN = u+v where
u = Z§:1 pju; € SIVOT) and v = Z§:1 @v; € SON(T). This shows
(2.11) with § = 0. Since (a+ p)¥ 0 = (a+ )N (a+ p)°, where (a+ u)°
satisfies (2.13), we obtain the general form of (2.11) by use of the
product rule Lemma 2.4.

To show the remaining part of (2.10), we use (2.6) in Theorem 2.6:

102020 (a + 271 ™N] < (|2](€)7 + 1) (g) TN FeITlel < (g)moN+ailel
for || > ¢, which shows that

(a+p)™N € S;7VORY x R™, TN). (2.14)
Then (a + p) V% = (a + p) N(a + p)° is in S;7N(T) by (2.13) and
the product rule. O

Remark 2.9. The statement (2.14) does not hold for noninteger N.
For example, let ¢ = 1, a € S and consider (a + )~ 2. If this symbol

1
were in S 2’O(F), we would have az(a + p)"2 € SY°(T"). But az(a +
M)—% = 23q72 (za + 1)_%, where

az[z%a%(za + 1)_%] = 27020, (za+ 1)77 + %z_%a%(za 1)z,
here the first term in the right hand side is bounded for z — 0, but the

second term blows up for z — 0. Then the rules for S{"°(I') are not
satisfied.

As in [GS95, Th. 1.12] we get:
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Theorem 2.10. Let p € S™°(RY xR, T"). Then the limits

p(é,k)(x>€) - hm klaf(zép(xa Sa %))
exist and belong to S™TF(RY x R™), and for any N € N,
pl.&m) = > pun(@ O +ry(, & pp’™,

0<k<N
where ry is in STTONO(RY xR T).

Proof. In view of Lemma 2.3 (iii) we can take § = 0. Let IV be a closed
subsector of ', and let z and z + h be interior points of IV. Then

1

000L0lp(x, &, L5) — 000Ldp(x, €, 1) = h / 0L 0g01 p(, &, ) dt
0

leads to the estimate

(020 (02p(e.&, ) — Op(a, &, )| < (Rl o0+

for z in the set T” := {2z | 0 < |z] < 1, 1 € I"}. Hence the map

z — dp(-,-, 1) € SmHeUFD(RY x R™) is uniformly continuous, so it

has a limit for z — 0 in I'V. Because of the uniform estimates in the

seminorms of 5”77 (R¥xR™), we conclude that ps ) € S™17 (R"xR").
Taylor’s formula gives

e, &) = 1 (pla &) = Y 1 pisn (@.6)

k<N

= (p@.6 ) = Y Fpem(.€)

| keN
1 _
= m/o (1= 6N 10 p(x, €, &) dt

where ry is C*° and holomorphic for z € I'° with estimates

, 1
<§>m—\a|+a(9\/+])

[N

for z € I, I

Thus the asymptotic expansion of p(z, &, p) in decreasing powers of
p comes from a Taylor expansion of 2°p(z, &, %) in z at z=0.

Besides such Taylor expansions, the calculus also contains asymp-
totic expansions of symbols in terms of decreasing order; a quite dif-
ferent concept. Here one can in particular define polyhomogeneous
symbols as those that have expansions in homogeneous terms. The
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following version of homogeneity (or quasi-homogeneity) will primarily
be used:

Definition 2.11. For any s € C, a function p(z,&, 1) on RV xR xT'
is said to be (weakly) o-homogeneous of degree s if

p(a, t&,t7u) = t°p(x, & p) for || > 1.

We denote by Sg?}’f;(f‘) the symbols in S™°(T') that are weakly o-homo-

geneous of degree m + od.

Functions for which the homogeneity property extends to |{|+|u| > 1
are called strongly homogeneous. Observe that the subspaces Sg’fﬁ‘;(F)
respect the mappings in Lemma 2.3.

Definition 2.12. (i) Let p € S2°(T) and p; € S(Tj’a(f‘) with m; \,
—00. Then we write p ~ Z;io pj D= 0cjenPi i in SmnS(T) for
any N € N.

(i1) A symbol p is said to be o-polyhomogeneous (of degree mo+ o)
if p o~ Z;iopj for symbols p; € Sg?ﬁ’;(F) with m; \, —oo; the set of
such symbols will be denoted nggfg(r). When m; = mgy — j for all
7 € N, we say that p is one-step o-polyhomogeneous.

There is the usual fact that for a sequence of symbols p; € Sy ’J(F)
with m; \, —o0o, one can construct a symbol p € S7°(T') such that
D~ Zj p; in the above sense.

The symbol spaces will most frequently be used with v = n, or with
v = 2n where the variable z is replaced by (z,y), * and y € R"™. They
can of course also be defined over open subsets of R (or R?"), with
local estimates (uniform over compact subsets).

3. OPERATORS, KERNEL EXPANSIONS AND TRACES

When p(z, &, 1) is a symbol in one of our symbol spaces with v = n,
it defines for each fixed p € I' a pseudodifferential operator (i¢do)
P, = OP (p(,&, 1)) on R™ by the formula:

(Buf)(z) = / e Ep(ae € W) fO)E . [ € SR

here d¢ = (2)~"d¢. The standard rules for composition of operators
give
OP (p(x, &, 1)) OP (p/(2,€, 1)) = OP ((pop')(w, &, 1)),

where (in the sense of oscillatory integrals)

(pop)(w,& 1) = / eV p(x, & —n, w)p'(z +y, &, 1) dydn
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and

pop ~ Z éanggp/. (3.1)

aeNn

(D, = —i0,.) Recall that S™°(R"xR" T') consists of those functions
p(z, & p) € C°(R"xR"xT) (holomorphic in u € I for |(&, )| > ¢)
such that 07 (2°p(x,&, 1)) is in §™7 (R”xR™) with symbol seminorms
bounded for |z| < 1, 2 in closed subsectors of T, j € N. When p €
S™9(T) and p' € S™9(I), the Leibniz rule gives

(" (pop) (.6, 1) = dL((2°p) o (="P)(x, €, 1))
Z ( )ak Sp(,6,1)) 0 (71l (2., 1)

from which we see that pop’ is in S™+™ 9+ (T). Thus we have the rule
Sy (T) 0 S72(T) € Syt o+(T), (3.2)

for all m,m' € R, §,0' € C, 0 € R,.

Similarly, the rules for coordinate changes follow the usual pattern,
so our p-dependent operators can be defined in vector bundles over
manifolds by the help of local trivializations.

We shall in particular use the calculus to describe the resolvents of
elliptic operators, see Theorem 4.1 below.

Remark 3.1. The resolvent tempered symbol classes introduced by
Loya in [LO1] look different, because a Taylor expansion property re-
lated to that of Theorem 2.10 is taken as part of the definition; then
one has to show that this property is preserved under compositions,
inversions and other manipulations with the symbols and operators.
However, Loya’s class Sy Y(R™), defined for m,p € R and d € R,

with p/d € Z, is very much like our symbol space S ””/4(A) when
p/d < 0. Loya considers only integer values of p/d, corresponding to
our ¢ being integer.

In Proposition 3.3 below, we need the following lemma:

Lemma 3.2. Let f(\) be a holomorphic function on an open sector T’
with f(\) # 0 throughout, and let ¢(\) and g(\) be continuous functions
on I' such that cf + g is holomorphic. If ¢(\) depends on the argument
of A only and % — 0 for A — oo in closed subsectors of I', then c is
constant on I
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Proof. We can write ¢ = h + ¢ where h := cf% is holomorphic and
€= —% converges to 0 as A — oo. Let £ be any closed curve in I' and
let t > 0. Since ¢ depends on the argument only and A is holomorphic,
we have:

t/ﬁc()\) d)\:/tcc()\) d)\:/tc B d>\+/t£e(>\) i

— [ cnyar= t/ S(£) dA
tL L
which implies that

|/c()\)d>\\ g/\g(m)\dwﬁo for t — oo,
L L

Thus [, c(X)dX\ =0 for all £, so it follows that ¢ is holomorphic; then
since c is constant on rays, it must be a constant. ]

We shall now generalize [GS95, Th. 2.1] to the present symbols.

Proposition 3.3. Letp € S;?’}’IZ(R”XR”, ') and assume that p(x, &, p)

is integrable in & for each p with |u| > 1. Then there are functions
¢, cp € Cp°(R™) and Cy € C°(R™xIY) (any closed T C T'), k € N,
such that

[ ptacome

= (c(z) + (@) log ) p™=" + > ep(x)u™ + Ol ™,
0<k<N
for any N € N and |u| > 1.
Here c(x) and ¢ (x) are determined from p for || > 1, with ¢/(z) =0
if ™ ¢ —N and determined by (3.3) and (3.10) below if ™ € —N.
The other coefficients depend on the full value of p.

Proof. Tt suffices to show the result for large N, so we can assume that
N > —min,
We have the following formula from Theorem 2.10:
p(ﬂf,g,ﬂ) - Z pk(xaf):u_k +TN(x>€7:u):U_N (33)
0<k<N

with pp € S™T 7% (R"xR™) homogeneous of degree m+ ok in || for €] >

1, and with ry € S;?;;”N’O(F). To calculate the integral [ p(x,&, p) d€

we split it into three terms

/5 PR /5 PG e / o PG d(&g .
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The first term gives by homogeneity, when we set 1 = | u|_§§ , W=
1/ |ul,

m+n

[ pwemde=n™" [ pamw)dn= o’
[§1>|ule [n|>1 (3 5)

The second term gives in view of (3.3):

/g P Ende= S0 At Rlepn (36)

0<k<N

Also for the third term in (3.4) we use (3.3). The contributions from
the pi are worked out in polar coordinates in R™:

—k
: /1sssm|3f P e
—it [ et g
1

<EI<|pl=

pen ™ [ mlemast [ smelas g

1
<s<|ul"

- Cz(x)ﬂ_kﬂﬂ‘m:n% —1) for m+ok+n#0,
d(x)u~ " log |l for m+ ok +n =0,

_ ch(a, )" = (x)F for k #£ —min
d(z)p " (log pu — log w) for k= —mEn,

g

If ™ ¢ —N, the last case does not occur; then we set ¢/(x) = 0. To
treat the remainder ry, let 7% denote the function which is homoge-
neous for all £ # 0 and equals 7y for |£] > 1. Since ry € S™HoNO(T),

Ir (@, & )| = [&™N (. €/1€), i/ 1€]7)] < JemreN

for || <1 and |u| > 1, so because of the assumption N > —™&2 the
function 7% can be integrated into 0. With w = p/|u|, the homogeneity
gives

—N h
" /If e e

m

P / o |56, w) e

m+n _N

riv(@,m,w) dn

=cy(z,w)p 7.
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Setting C}(z, 1) = [i<, TR (2. &, 1) € we then have

_N 757 S
: /gmmw #)¢

=" A —u h (3.8)
8 /|£|<u% TN($,§,M)¢Z§ : /|€|<1TN(x’§7/~L)¢l§

= cy(z,w)p e = CR(a, ™.
Now (3.7) and (3.8) together give:

/ (€ )
1< < pl e

= [—c'(x) logw + Z c(r,w) + (T, w) | p e
0<k<N, k#—m4n

+ @) logp — Y )= C(w ™ (3.9)
0<k<N, k#—mtn

m+n
o

m+tn m4n
= (@, w)p o + () logp
- > G = pu ™

0<k<N

Collecting all the terms, we obtain an expansion

[ vl e

m+n — -
= (cay(@,w) + (@) og ™ + D (@)™ + Cn(a, mu™,
0<k<N

where ¢(y)(z,w) is the sum of ¢'(z,w) from (3.5) and C?N) (z,w) from
(3.9). Here

on_ [ GO oo dS) i 2Em e N,
c(z) = 0 if ofm ¢ _N;

(3.10)

also ¢(v)(z,w) is defined from p for [£| > 1. An application of Lemma
3.2 for each fixed x shows that c(y)(z,w) is independent of w. It is
also clear that it is independent of N, since another choice N’ with
N' > —’”Tm gives an expansion from which we infer that

ntm o —min 4
(e (x) = vy (@) < [N for |u) > 1.
The other coefficients will in general depend on the full value of p. O

We can now show:
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Theorem 3.4. Letp € S;'f};ig(R”xR”, [) with p ~ Z;io p; for symbols
pj € S:?ﬁ’;; mo =m and m; \, —oo. If m > —n, assume furthermore
that p and the symbols p; with m; > —n are integrable in & for each p
with || > 1. Then OP(p) has a continuous kernel K,(x,y, i) with an
expansion on the diagonal

Ky, a,m) ~ 3 e@n 5 + 3 (@) log -+ (@) =" |

m; +n a
k=0

J=0

(3.11)

for || — oo, uniformly for p in closed subsectors of T'.

The coefficient c;(x) is determined from p;(x, &, ) for || > 1, and so
is cp(x) if k = =" (cf (3.10)); ¢}, (x) vanishes if k ¢ {2 | | € N}.
In this sense, these coefficients are “local”. The ¢(x) are not in general
determined by the homogeneous parts of the symbols (they are “global”).

Proof. We can write p(z, &, p) = pp/(x, &, i), where p' = u~’p satisfies
the hypotheses with ¢ replaced by 0, cf. Definition 2.1. Then it suffices
to show the theorem for p', for this will give the expansion (3.11) of K,
by multiplication by z°. Thus we can assume that § = 0 in the rest of
the proof.

The hypotheses assure that all the symbols p; and remainders s; =
D= o< i<a P (including sy = p) are integrable in & for each p; hence
the operators they define have continuous kernels

K, (z,y, 1) = / ) eV Ep (2, &, 1) dE,
K., (2,5, 1) = / eV (2, €, 1) dE;

n

here K, = K,. For any large N we must show that there is an expan-
sion

mj+n *© _
Kp(w,z,p) = Y cj@)p = + Y [ch(x)logp+ &)™
0<j<J 0<k<N (3.12)

+0(u™"),

when J is taken so large that

MR < N (3.13)
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here ¢; and c), should be as stated in the theorem. We apply Proposi-
tion 3.3 to the terms K, (v, z, u); this shows that they have expansions

m;+n m.;+n

it , mjtn
Ky, (2,2, 1) = /R pide = cj(x)u " + c(x)p o log
+ Z cip(@)u ™+ 0™,

where c;(z) and ¢(r) are determined from p; for [{| > 1 and the ¢; x(z)
need not be so. For the remainder s;, we use Theorem 2.10:

SJ(‘T’ 5? ,U) = Z SJJC(‘T’ f)lLL_k + O(<€>mJ+UN:U_N)>

0<k<N

with sjp € S™TF(R" xR"). In view of (3.13), m; + ok < —n for
k < N, so the terms may be integrated in &, which gives:

Ko (wa,m) = Y cppl@p™+0@™). (3.14)

0<k<N

Adding the contributions, we find (3.12).

Note that there may be two contributions to each power term cpu’=*
in the cases where the m]TJr" are integer. When (3.12) is established for
all large N, all J satisfying (3.13), the full coefficient of p®~* will be
independent of the choice of NV and J, so since the ¢; are determined
from the p;, also the ¢ are uniquely determined. O

When P = OP(p) is as in the above theorem and ¢ € C3°(R"™), then
Py is trace-class, and the trace equals [ ¢(2)?K,(z,x, 1) dx, which
therefore has an expansion

Tr(pPy) ~ Y et Z cjlog pu+ )y’ " (3.15)
=0 i

for |u| — oo, uniformly for p in closed subsectors of I'; here the co-
efficients are obtained from those in (3.11) by multiplication by ¢(z)?
and integration over the support of ¢. This can be used to get trace
expansions of operators on a compact manifold M by use of local co-
ordinates. (One can replace one of the factors ¢ by another smooth
function ¢;.)

We can also easily allow operators acting on the sections of a smooth
vector bundle over FE; in local trivializations this gives matrices of op-
erators, and we just have to take the fiber trace in the kernel formulas
before integrating with respect to x. In conclusion:
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Corollary 3.5. Let P be a p-dependent ipdo on a compact manifold M
acting on sections of a vector bundle E such that for every coordinate
patch U C M and smooth function ¢ supported in U the operator ¢ Py
in local coordinates has a symbol satisfying the assumptions of Theorem
3.4. Then P is trace-class and the trace has an expansion

Tr(P) ~ Z et + 2:(09g log 1+ ) %, (3.16)
=0 k=0

for || — oo, uniformly for v in closed subsectors of I'.

4. APPLICATION TO COMPLEX POWERS OF RESOLVENTS

We shall apply the preceding theory to operators of the form
B(A — A\)~* on a compact manifold. For fixed A\, we can use details
from the construction of Seeley [S67].

First the resolvent itself is considered.

Theorem 4.1. Let A be a one-step polyhomogeneous pseudodifferen-
tial operator of order o € R, acting on the sections of an N -dimensio-
nal C* vector bundle EE over a compact C'*° manifold M of dimension
n. Assume that A is elliptic of order o and that there is a nonempty
open sector I' in C such that the eigenvalues of the principal symbol are
contained in the complementing closed sector A = C\ (I'U {0}).

For any closed subsector I'" C I' there is an r such that the resolvent
Q\) = (A= N1 exists as a do for X € TV with |\| > r. In local
trivializations, the resolvent symbol q(x,&, N) is in S;gfg(F) ﬂngghlg(F),
with principal part q_, = (ay(x,€) — A\)™! (when a, is modified near
¢ = 0 to make this invertible) lying in this symbol space. Moreover,

.. —o—1,0 -1,-1 o—1,-2
q—q-o s in S 0 () NS, e () NSy (1)

Proof. Consider the symbol a in a local trivialization; it is N x N-
matrix valued with entries in S?(V x R"™) (V open C R"). The symbol
a is a sequence Y >0 @o—j Of terms homogeneous in § of degrees o — j,
and we construct the resolvent symbol ¢(z,&,\) (similarly to [S67],
(GS95]) as a sequence ) -, ¢—o—; of terms that are quasihomogeneous

in (&, M), lying in S_ 3~ "O(T). More precisely, the relation
OOTISIS S
>0 1>0

is obtained, after setting q_, = (a, — A\)™!, by collecting the products
# 1 according to homogeneity degree and equating the sums with 0;
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this gives the successive formulas (cf. (3.1))

Gooi=—C Y 20fae kD3 oy, (4.1)
J<lj+hk+|a|=l
for { =1,2,.... When this is worked out in more detail, one finds (cf.

also Hormander [H66], Nagase [N73]) that for I > 1, ¢_,_; is a finite
sum of terms of the form

9(x,&,N) = 9147,920% - - - C grr v, (4.2)

where the v are integers > 1 and the g (x,§) are 1¥do symbols inde-
pendent of A and homogeneous in || > 1 of degree r; € R. The index

SUMS V= Y ) o Vi T = D1 cpenry Tk Satisfy

2<v<20+1, —-vo+r=-0-—1I. (4.3)

In particular, when a, is “scalar,” i.e. is a scalar function times the
identity matrix, the factors q_, can be commuted through the other
factors to give the form

Geot(2, &N = Y rip(m, ) (ag(x,§) = N) 7!, when 1> 15 (4.4)

1<k<2l
here the r;; are homogeneous of degree ko — [ in || > 1.
We first observe that by Theorem 2.8,
G—o(r,&,0) € S, 70(0) N Sy, (D).

o,hg
For [ > 1, we can in each term (4.2) use the information ¢q_, € S%~*
for 0, 1 or 2 of the factors and the information q_, € S, for the rest
of the factors. By the product rule (Lemma 2.4), this implies that
gz, &N € S M) NSy ) NS AT forall 1 >1, (4.5)

o,hg o,hg

and it follows by summation that ¢_,_; is in this intersection of spaces
too.

Now let ¢’ be a symbol in S;;}ll’gﬂ(lﬂ) such that ¢’ ~ > 75q-»—1 in
Sg;ﬁ;gd (it is determined modulo S;°72), and let ¢ = q_, + ¢'; then ¢
satisfies the assertions in the theorem.

The symbols defined in the local trivializations can be pieced to-
gether to define a parametrix @(A) of A — X\ on M, such that the
remainders I — (A — A\)Q and I — Q(A — \) are ¥do’s with symbols in
S-°=2 The norm of this operator in Ly(M, E) goes to 0 for A going to
infinity (uniformly in closed subsectors of T'), so by a Neumann-series

argument, the true resolvent Q(\) = (A — \)~! exists for large A in
such subsectors. To show that it is in our calculus and differs from @)
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by an operator of order —oo, one can proceed as in [GS95, p. 502] or
(G99, Th. 6.5]. O

Next, we construct the complex powers (A — ¢)~* by use of the
resolvent. Here (A—p)~* is defined as a Cauchy integral in the complex
plane for Res > 0, and extended to general s € C by composition with
positive integer powers N of A — o:

(A-o) SZ—/ (A—o0—X)""dA, (4.6)
(A=)t =(A-oNA-0)=A-0)*(A-0)", (47

where C is a suitable curve in C encircling the nonzero spectrum of A—p
in the positive direction. The powers (A — p)~* can be defined as ¢do’s
by Seeley’s construction [S67] for any o € C (such that the operator is
defined as 0 on solutions of (A — p)u = 0 if this eigenspace is nonzero).
The symbols will depend holomorphically on p for ¢ ¢ spec A.

In the present paper we are interested in the asymptotic behavior in
o for p — 0o on rays; here we need to restrict the attention to rays in
I'. To allow o to run on such rays, we choose the integration curve C
as described in the following.

By a rotation we can achieve that A and I' are of the form

A={Ne C\ {0} | |argA| <6y},
I'={0eC\ {0} |argo €]0y,2m — [ },
for some 6y € [0,7]. For the definition of noninteger powers \~%, we

choose a cut in the complex plane along the closed negative real axis
R_. For any € > 0, let C. denote the curve

{fr+ei|—co<a<0}+{ee” |2 >w>-3
+{z—ci|0>2>—00},
on the boundary of the set R_ + B., B. = {\ | |\| < €}.

When I" is a closed subsector of I', then I is contained in the com-
plement of

As={A e C\ {0} | |argA| < by + 6}
for some § > 0, and there is an 7 > 0 such that the spectrum of A is
contained in As U B,. Then we can choose a constant ¢ > 0 such that
with = := As — ¢,
spec(A) + By C E.
Here = is an angular subset of C satisfying that {0 € I" | |g| > R} is
in the complement of = for R sufficiently large.
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Observe that = satisfies 2+ R, C E. Let ¢ € C\ E and 7 € spec(A).
Since n + By + Ry C = we have ¢ € n + By + Ry, which implies that
n— o ¢ R_+ By. This proves that

spec(A—p) CC\ (R_+ B;) forany g€ C\E.

Thus we can use C = C. as integration curve for any 0 < ¢ < 1, when
o € C\ Z. With these choices, there is room for small perturbations,
assuring that the appropriate composition properties for powers can be
shown.

Theorem 4.2. Let A be as in Theorem 4.1. On the closed subsectors
of T', the complex powers (A — 0)~* can be defined as 1pdo’s in our
calculus by (4.6) (for large |o|) for Res > 0, and extended to general
s e C by (4.7).

For s with Res > 0, the symbol ps(z,§,\) of P = (A — 0)~% in
local trivializations lies in S°° (T"), with homogeneous principal part

o,phg
Ps.—so = (a(z,&) —X) ™% in this space, and ps — ps s, lies in S;;[;(F) N
o—1,—s—1
Sa,phg (F)

Proof. For a given subsector 1", define = and choose C as described
above, and let o € I' N (C\ Z). Since (A — g — \)~! for fixed g has
symbol in S&71 = A\715%0 the L? operator norm is O(]A\|™!); hence
(A-o) =5 [ X °(A—0— A)hda (4.8)
c

defines a bounded operator in L?(M, E) for any Re s > 0.

We refer to [S67] for the verification that this operator family acts
as powers of A — p, with the appropriate composition properties.

We want to show that (A — p)~* is defined from a symbol with the
stated properties. To do this, we use Theorem 4.1 with A replaced by

A — p. Consider a coordinate patch U C M and cut-off functions ¢
and ¢y € C§°(U); then

wdA—QY%w=5%/AﬂwdA—Q—AY%wd\ (4.9)
C

carries over to a situation in R", with ¢; and ¢, supported in V' open
C R™ (we shall use the same notation there). By Theorem 4.1,

P1(A—0—X) "oy = OP(p1(2)q(x,& 0+ N)pa(y)),

for a symbol g € S ;igg (F)ﬂSg’ghlg(F) with an expansion in homogeneous

terms ¢ ~ 3,5 ¢-o—; such that forany J > 0,7y =q¢—=>,_ ;¢ €
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S-7-I0TY N ST (T). Then

o,phg o,phg

P1(A—0)"py = & ; A7* OP(p1(x)q(x, €, 04+ N)pa(y)) dX

- %/CA‘S > OP(@1(2)g—o—j(x. & 0+ Npa(y)) dA

0<j<J
+ 5 / AP OP (1 (@) (2, &, 0+ N)p2(y)) dA.
C

When considering the operators applied to smooth functions, we can
exchange the integrations in & and A\ by the Fubini theorem, so

&[22 0Pl 0+ Nealy))

= OP(¢1(2)ps(2, €, 0)pa(y)),
p= /C A7 OP(p1(2)q—0-j(2,&, 0+ N p2(y)) dA
= OP(@1(2)ps,—0s—5(, €, 0)02(y)),

where

ps(z, €, 0) = %/A‘Sq(x,f,wrk) dA,
C

ps,—as—j(x7 67 Q) = i / )‘_Sq—U—j(x7 67 o+ A) dA.
C

The description of the symbols ps_,s—;(2, €, ) is easiest and most
explicit in the case where A has scalar principal symbol, so let us
consider this case first. Here q_,_; is as described in (4.4) ff. Then,
as shown in [S67, (25)] by integration of the denominator powers, the
symbols ps _s,—; are:

ps,—sa(x>€> Q) = (a'a(x>€) - Q)_Sa
ps,—sa—j(x7 67 Q) = Z Tj,k’(x> 6)0_57143(0,0(33, 6) - Q)_S_ka fOI'j > 07

1<k<2j

with C_yp = (—=1)f(=s)(=s — 1)+ (=s —k +1).

We have from Theorem 2.8 that (a, — 0)™* € S%~%(T'), and (by com-
position) that the negative integer powers (a, — o)~ are in S, +2%(I')N

o,hg
Sgh_gk)g’_l(lﬂ). The coefficients r;, are in S:i;] (I). Thus, by applica-
tion of the product rule and summation,
Ps—so—j C S, (1) N S 27 7H(D). (4.10)

In the general case, the procedure is the same for the principal term
Ds,—so; for the lower order terms we base the analysis on the fact that
each ¢_,_; is a finite sum of terms of the form (4.2).
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The function h(z, &, 0) = 5= [ A %g(x, &, 0+ ) dA will be estimated

by the method of proof of Theorem 2.6. The present o corresponds to

—u there. Let w = % (corresponding to —z there), and let n = Aw;

then

Go(,& 04+ AN) = (ao—0— A" =w(wa, —1—n)"" =wlp—n)~",

where we denote wa, —1 = p (then —p = za, +1 is as in Theorem 2.6).
The integration curve may be cut down to a closed curve £ around the
eigenvalues of p, with the outer and inner circular parts having radii
as in Theorem 2.6. Then

h(w, &, 5) = w5 /En‘sgl [w(p —n)" 1" [wlp —n) ™ garsa dn.
By (2.8), we have for n € L:
102080 (p —m) | < (lwl(€)7 + 1)~ (g)or 1 (4.11)
< (Jwl(€)7 + 1)1, '
moreover, by (2.9),

(070803 [w(p —m)~1] < (&7 D1, (4.12)

for all indices. We can now derive estimates for h(z,&,+) by using
the Leibniz formula under the integral sign, applying (4.11) to 1 or 2
factors w™lq_, = (p —n)~! and applying (4.12) to all the remaining
factors ¢_, = w(p —n)~'. Since

L] < |wl{€)”+1 and |(=n)7*| <1,
this gives for i = 1,2 (cf. also (4.3)):
07080, (w1 ~"h)|
€ 12| sup [(—n) 02080 (w . grs))|
< <§>r—(v—i)a+ok—la\ — <§>(i—1)0—j+ak—\a|.
This shows that
h € S;77*(T) N Sg=7 = H(I);

it is easily verified to be weakly o-homogeneous of degree —os — j.
Collecting the terms, we conclude that the result of (4.10) holds for
Ps,—so—; also in the general case.

Finally, there is the treatment of remainders. Let

sy(z, &, 0) = %/C)\_STJ(QJ,S, 0+ \)dA. (4.13)
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Since rj € Sg—J,—Q(F)’
858?7’](1’7 57 0 + )\) = O((Q —+ )\>_2<£>U—J—‘a|)

for all v, 3, so by integration in A, Bfﬁg‘sj(x, €,0)is O(p~s1{€)o—I~lely,
which shows the basic set of estimates for having s; lie in S7~~71(T).
However, there is a small difficulty concerning the derivatives
07,(0°'s;) with respect to w = . One would like to perform &,
by passing through the integration sign in (4.13) using the properties
of r;. But replacing % in ry(x,&, %) by o+ A\ = % + A means replacing
z by w/(1 4 Aw), and here we have to take the following into account
when we differentiate with respect to w:

oY 1 s W -2 \
T4 1T+ w2’ T+ dw (T4+ w3
poowo k! Y =
aw1+)\w_(1+)\w)k+1( AT

Then one finds that

‘ai;rJ(ana % + )‘)‘ S sup ‘a{;rJ(x>€>%)‘z:w/(l+)\w)|)“j_l_k>
1<k<j—1
where increasing powers of |A| come in and may violate the integra-
bility. So, we can apply 0, under the integral sign in (4.13) for a few
derivatives only, depending on s.
But there is another way, taking recourse to the Taylor expansion of
ry according to Theorem 2.10:

TJ(.T, Sa 0 + )‘) = Z TJ,I/(xa S)(Q + )\)_2_1/
0<v<N
+ T&,N(x7 57 0 + )\)(Q + )\>_2_N7

with 7y, € SU7=T 4/ e SSFNIT=I0(1)  For a given order —M and

a positive integer N we can take J > (N+1)o+M; then (N+1)o—J <
—M. The terms in the sum over v integrate nicely, to give a sum

Z cl’rll’(x? 5) Q_S_l_yu
0<v<N

which becomes a simple polynomial in w after multiplication by ¢!
(namely > c¢,rj,w”). This allows differentiations in w straightfor-
wardly. For the new remainder term, the derivatives

o (e % /C e+ )N (@6 0+ N d)),

can be studied by differentiating through the integral, as long as j <
N + Re s+ 1. All the contributions are of order < —M.
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So, we can adapt the choice of J both to how many derivatives 97 we
want to estimate, and to how low orders the terms should have. This
can be combined with the fact that the homogeneous terms ps _s,—;
have been shown to have the right behavior:

To show that s;, € S9~70=5=Y(T) for a given Jy, let —M = o — Jy
and, for any given N € N, choose J > (N + 1)o + M, then

S = Z Ps,—so—j + SJ,
Jo<j<J
where 99 (0*t1s;) € S~ uniformly for |w| < 1, j = 0,..., N, and
the terms in the sum are already known to satisfy such estimates. [

The statement in the theorem can be improved when Res > 1, by
use of the calculus: When s = N + s, N € N and Res’ > 0, then

Ds € S;ggvg’*'(r) NSy (), (4.14)

since (A—0)™* = (A—p0)"V(A—0)~*". Note also that when Res €]0, 1],
we can use (2.12) to see that ps, € S, 78¢5 (T"); hence for s = '+ N
with Re s’ €]0, 1],

ps € SyoRes =+ (4.15)

assuring that the order is —o Re s at each p. (In (4.15), the indices do
not in general match the homogeneity.)

The proof details based on (4.2) also work for not necessarily polyho-
mogeneous symbols, which could in fact be included in the treatment
under suitable hypotheses; we shall not pursue this aspect here.

Finally Corollary 3.5 and Theorem 4.2 can be combined to give:

Theorem 4.3. Let A satisfy the assumptions of Theorem 4.1, let
Res > 0, and let B be a one-step polyhomogeneous ydo of order v € R.
Forv—oRes < —n, B(A— 0)~° is trace-class and the trace has an
exrpansion

v+

Tr(B(A — 0)7%) ~ qu‘” o Z(C;e logo+cy)o* ", (4.16)
=0 k=0

for o] — oo, uniformly in closed subsectors of T.

Proof. We have that s = N + s’ for some N € N and s’ with Re s’ €
10, 1]. Since B has symbol in ngghg(f‘) (cf. (2.2)) and (A — p)~* satisfies
(4.14), we find by (3.2) that the composition of B and (A — p)~* has
symbol in S;;ﬁgN’_sl(F) NSy e (D). In \jiew of (4.15), we also have that
B(A — ¢)™* has symbol in S¥ oRes=s+1(T") 50 it is trace-class (and

all terms in the symbol are integrable in ) since v — cRe s < —n.
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Then Corollary 3.5 applies, both with {m,d} = {v — oN, —s'} and
with {m, §} = {v, —s}, the degrees of the homogeneous symbols going
down by integer steps in the symbol series. This gives (4.16), when we

use the most restrictive information obtained from having 6 = —s. O
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