Iteration of the rational function z — 1/z and a

Hausdorff moment sequence *

Christian Berg *

University of Copenhagen, Institute of Mathematical Sciences
Universitetsparken 5, DK-2100 Kgbenhavn @, Denmark

Antonio J. Durdn

Universidad de Sevilla, Departamento de Andlisis Matemdtico
Apdo (P. O. BOX) 1160, E-41080 Sevilla, Spain

Abstract

In a previous paper we considered a positive function f, uniquely determined for
s > 0 by the requirements f(1) = 1, log(1/f) is convex and the functional equa-
tion f(s) = (f(s+ 1)) with ¢(s) = s — 1/s. Denoting ¢°'(2) = (z),¢v°"(2) =
P(°™=1(2)), n > 2, we prove that the meromorphic extension of f to the whole
complex plane is given by the formula f(z) = limy,— 00 V" (A (Ant1/An)?), where the
numbers A, are defined by A\g = 0 and the recursion A\, 11 = (1/2)(A\,, + VA2 +4).
The numbers m,, = 1/A,41 form a Hausdorff moment sequence of a probability
measure u such that [¢*~1du(t) = 1/f(2).
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1 Introduction and main results

Hausdorff moment sequences are sequences of the form a, = [} t"dv(t), n > 0,
where v is a positive measure on [0, 1]. Hausdorfl’s characterization of moment
sequences was given in [7]. See also Widder’s monograph [8]. For information
about moment sequences in general see [1].

In [5] we introduced a non-linear transformation 7" of the set of Hausdorft moment
sequences into itself by the formula:

T((an))n =1/(a0+ a1+ - - +a,), n>0. (1)

The corresponding transformation of positive measures on [0, 1] is denoted T. We
recall from [5] that if v # 0, then T'(v)({0}) = 0 and

tz—i—l
/ — /‘de t) = 1 for Rz > 0. 2)
1z

It is clear that if v is a probability measure, then so is T’(l/), and in this way we get
a transformation of the convex set of normalized Hausdorff moment sequences (i.e.
ap = 1) as well as a transformation of the set of probability measures on [0, 1].
By Tychonoft’s extension of Brouwer’s fixed point theorem to locally convex
topological vector spaces the transformation 7" has a fixed point, and by (1) it is
clear that a fixed point (m,,), is uniquely determined by the recursive equation

mo=1, (14+mi+---4+m,)m,=1, n>1 (3)

Therefore

mn
Moy + = =1 =0, (4)

n

—-1++5 . V22 +2v5 -5 —1
STV = e
4

2

giving

mq =

In [6] we studied the Hausdorff moment sequence (m,,),, and its associated prob-
ability measure pu, called the fized point measure. It has an increasing and convex
density D with respect to Lebesgue measure on ]0,1[, and for ¢ — 1 we have

D(t) ~1/\/27(1 — t).

We studied the Bernstein transform

1] — ¢
1—¢

f(2) = B)(z) = | T—du(t), ®z>0 (5)



as well as the Mellin transform

F(2) = M) = [ #dptt), Rz >0 (6)

of u. These functions are clearly holomorphic in the half-plane Rz > 0 and
continuous in Rz > 0, the latter because p({0}) = 0.

As a first result we proved:

Theorem 1 ([6]) The functions f, F can be extended to meromorphic functions
in C and they satisfy

fz+1)F(z)=1, ze€C (7)
1
= 1) — —— .
fE) = fG ) - gy €C ®
They are holomorphic in Rz > —1. Furthermore z = —1 is a simple pole of f

and F'.

The fixed point measure p has the properties

1 U d u(t
/ t*du(t) < oo, > —1; / dult) = 00. 9)
0 0 t
Using the rational function
1
v =z (10)
the functional equation (8) can be written
f(z) =d(f(z+1)), z€C (11)

The function f can be characterized in analogy with the Bohr-Mollerup theorem
about the Gamma function, cf. [2]. Using the following notation for iterations of
a function p

PP (2) = p(2), p°"(2) = p(p°"V(2)), n>2,

we proved:

Theorem 2 ([6]) The Bernstein transform (5) of the fixed point measure is a
function f :1]0,00] — |0, 00 with the following properties

(1) f(1) =1,
(11) log(1/f) is convex,
(iii) f(s) =o(f(s+1)), s>0.



Conversely, if f 10, 00[—]0, oo satisfies (i)-(iii), then it is equal to f and for

0< s <1 we have
Fls) = Jim g (= (M)’ (12)
- om0 Mp—1 mp ‘

In particular (12) holds for f.

The rational function ¢ is a two-to-one mapping of C \ {0} onto C with the
exception that t(z) = +2i has only one solution z = =+i. Moreover, ¥(0) =
1(00) = oo and 9 is a continuous mapping of the Riemann sphere C* = CU {00}
onto itself. It is strictly increasing on the half-lines |—o0o, 0] and ]0, co[, mapping
each of them onto R.

The sequence (\,), is defined in terms of (m,,), from (3) by
)\0 = O, )\n+1 = 1/mn, n 2 O, (13)

i.e.

NP 1++5 \ V22 +2V5 +v5+1
1: 5 2_ 3: ’...'
4

mp = F(n), \, = f(n), n>0, (14)

hence by (11)
An = (Ant1), 120, (15)

which can be reformulated to

1 S a—

The main purpose of this paper is to prove that equation (12) holds for f in the
whole complex plane.

Theorem 3 Let a,,b, : C — C be the entire functions defined by

an(2) = An <)‘"> n>20 by(z) =\, (AKJA) ,n > 1. (17)

)\nfl n

The meromorphic function f from Theorem 1 is given for z € C by

f(z) = lim ¢ (an(2)) = lim ¢ (bn(2)), (18)

n—oo n—oo

and the convergence is uniform on compact subsets of C.



Remark 4 In [6] it was proved that the Julia and Fatou sets of 1) are respectively
R* and C\ R. For z € C\ R we have °"(z) — oo for n — oo. Notice that
an(z),b,(z) are close to A, when n is large because \,1/\, — 1 according to
Lemma 5 below. Also ¥°"(\,) = 0 for all n.

2 Proofs

For a domain G C C we denote by H(G) the space of holomorphic functions on
G equipped with the topology of uniform convergence on compact subsets of G.

We first recall some easily established properties of the sequence (A, ),, which are
needed in the proof of Theorem 3.

Lemma 5 ([6]) (1) vn <)\, <V2n,n>0.

(2) (An)n is an increasing divergent sequence and X\,y1/\, is decreasing with

J ST =
(3) Jim (A2, —A2) =2
)\2
lim 2% =2
(4) Y —

The following lemma gives monotonicity properties of the sequences in (18).

Lemma 6 The sequence (¢¥°"(a,(s))), is decreasing for s > 0. The sequence
(°"(bn(8))),, is increasing for 0 < s < 1 and decreasing for 1 < s, while
o (b,(1)) =1 for alln > 1.

Proof: Define the function

p(y) = log(2sinhy) =log ¢ (e?), y >0, (19)

which is easily seen to be increasing and concave, and positive for y > log Ay. It
satisfies

p(log )‘n—I—l) = IOg )‘na n Z L. (20)
Let s > 0. The slope of the chord of p over the interval [log A, log A, +1] majorizes
the slope over [log A, 11,108 A\ i1 + slog(An11/An)] by concavity, i.e.

plog Ani1) = p(log An) _ p(1og Any1 + s108(Ans1/An)) — plog Ani1)
lOg )‘n+1 - log )‘n - S 10g<)‘n+1/)‘n) ,

hence using (20)
p(log(anti(s)) < logan(s),



P(anta(s)) < an(s),

which shows that the sequence (¢°"(a,(s))),, is decreasing.

For s > 1 the slope of the chord of p over the interval [log A1 1, log A\, 2] majorizes
the slope over [log A1 1,10g \i1 + slog( A2/ Ai1)] by concavity, i.e.

p(log Ani2) — plog Ani1)  p(log Ans1 + slog(Anr2/Ans1)) — p(log Ans1)
log Apyo —log Anya slog(Ant2/An+1) ’

v

hence using (20)
p(log(bn11(s)) < log b (s),
or

Y(bnt1(s)) < bals),
which shows that the sequence (¢°"(b,(s))),, is decreasing.

If 0 < s < 1 the inequality between the slopes is reversed and we get that
(¢°"(bn(s))),, is increasing. O

Proof of Theorem 3.
The proof is given in a number of steps.

1°: For any 0 < s < co we have

lim [¢°"(an(s)) — ™" (bu(s))] = 0.

n—oo

Note that the quantity under the limit is positive because a,(s) > b,(s) and v is
increasing.

By the mean value theorem we get for a certain w €]b,(s), a,(s)]
U (an(s)) = 7" (bn(s)) = (an(s) = bn($)) (V") (w)
= (an(s) = bu ()Y (V7" (W)Y (7" (w)) - - ¢/ (w).

Since A, < b,(s) < w < a,(s), we get \yp < VF(bu(s)) < ¥F(w), k =
0,1,...,n, hence



where we have used vk < A from Lemma 5 part 1.

For 1 < y < x there exists y < £ < x such that

s s . s(z —y) ifo0<s<l1
v -y’ = sz —y) 13{

s Nz —y)if 1 < s,

and using A, /A,_1 < Ay for n > 2 we get

By (16) we have

)\n ® )\n+1 B 1 >\n )\n—i-l
— < A1 — .
<)\n—1> ( )\n ) o SmaX( 2 ) ()\n_l >\n

so the final estimate is

" (@n(s)) — " (bu(s))] < max(33™!, 1)

which tends to zero by part 2, 3 and 4 of Lemma 5.

(21)



2°: The two sequences (Y°"(an(s)))n and (¥°"(b,(s)))n have the same limit R(s)
for s > 0, and R is a function satisfying the properties of Theorem 2, hence

R(s) = f(s).
By the monotonicity of Lemma 6 and the inequality
™ (an(s)) > 7" (bu(s)) > " (An) = 0,

it follows that the two sequences converge. By 1° the limits are the same, which
we denote by R(s). The inequality R(s) > 0 for s > 0 follows for 0 < s <1 from
R(s) > ¥(bi(s)) = ¥(A5) and for s > 1 from 1°"(b,(s)) > ¥°"(A\41) = 1. Clearly
R(1) = 1. In particular we have

Y (@ (s)) — R(s), ™ (ba(s +1)) — R(s +1),

and using
o(x) =(1/2)(x + Va2 +4), zeR (22)
as the continuous inverse of ¥| |0, co| we get
" (ant1(s)) = p(R(s)).
From the equation a,1(s) = b,(s + 1) we finally get ¥(R(s + 1)) = R(s).

[terating (19) leads to p°"(y) = log¥°"(e¥) for all n > 1, and therefore

log ™" (an(s)) = p°"(log A\ 4 slog(An/An-1))

is a sequence of concave functions of s > 0. Therefore the limit log R(s) is concave.
It now follows from the uniqueness part of Theorem 2 that f(s) = R(s) for s > 0.

Remark 7 The inequality

" (b(s)) < f(s) <Y(an(s)), 0<s<1, (23)

follows from the monotonicity of Lemma 6 because R(s) = f(s). It can however
be seen directly from the properties of f without using the uniqueness part of
Theorem 2. Combining (23) with the result of 1°, we then see that the sequences
(V™ (an(s)))n and (¢°"(by(s)))n converge to f(s) for 0 < s < 1.

To see (23), we notice that for any convex function h on ]0, co[ we have

< h(n+ s) — h(n)

h(n) — h(n —1) .

<h(n+1)—h(n), 0<s<Il,n>2.



By taking h = log(1/f), we get using f(n) = A,

Ap— 1 A A
log 221 < Zlog " <log -,

An s = f(n+s)

)\n—i—l

hence

An<)\;“> Sf(n+s)§/\n<)\n> . 0<s<l1,

and (23) follows by applying 1°".

In the following steps we need the quantity

A |

Pn,N = )\n - )\n—N = , n=> N > 17 (24)

k=1 )\n+1fk

where the second equality follows by summing A\;—\;_; = 1/A; from j = n+1—-N
to j =n.

We denote D(a,r) ={z € C| |z —a| <r}.

3 ForNeNO<c<1ln>N

¢(D(An7 CPn,N)) g D(/\n—l) cpn—l,N)-

If |2 — A\n| < cpnn we get

1 1 1
- )\nf = - /\n -\ 7 1 n 1 T N
[9(2) = ot = [z = X = (= 30| < epun(L 4+ 0)
and
|Z| - ‘)‘n - <>\n - Z)| > A\ — |)‘n - Z| > Ay — Pn,N = An-N,
hence
1 N 1 )\n - >\an
— A n 1 = = ¢Pn—1,N-
| (2) 1] < cpnn ( + >\n>\n—N> c (kzl W + o x ) CPn—1,N

Iterating n — N times using py ny = Ay — A\g = Ay we get

4°: For 1< N<nand0<c<1

N (D (A, cpun)) € D(An, cAy).



5% For 0 < ¢ <1,|z| <cN,N <n we have b,(z) € D(\y, cpnn)-

For a > 1 and z € C, |2| < 1 we have the elementary inequality
jo* = 1] < [zl(a = 1). (25)

Applying this with a = (A11/An)" we get

Ly 1) < Mee ((A;“)N - 1)

At
bn(2) — A\n| = A\
u(2) = Al = Al (5

Anti I W c A
= Aac(" —1)2( )= > (
>\n k=0 >\n )\n-i-l k=0 >\n
N— 1)\ N-1 1 N-1 1
py ) ey Locy b
A )\nfk '

)\nJrl k=0 “‘\n—k+1 k=0

n+1 )k

where we have used the 1nequahtles
Mo <M k=1, N -1, (26)
which are equivalent to
(k—1log f(n+1)+log f(n—k+1) <klog f(n),

but they hold because R = log f is concave.
Combining 4° and 5° we get

6°: For0<c<1,n>N,|z| <cN

N (b, (2)) € D(An, cAn).

In particular, the sequence °"N)(b,(2)),n > N of holomorphic functions in the
disc D(0, N) is bounded on compact subsets of this disc.

7°: For 0 < s <oo,n > N we have

lim °" N (b,(s)) = f(s+ N).

n—oo

Since b,,(s) > A, we know that ,°"=N)(b,,(s)) > A\y. For each N > 1 we see that
°N| JAn_1,00[— R is a homeomorphism with inverse °, where ¢ is given by

(22). Since ¥°"(b,(s)) — f(s) we get
PN (W (ba(s)) — ¢"V (f(s)) = f(s + N)

10



i.e.

lim ¢°™ M) (b,(s)) = f(s+ N).

n—oo

8°: Let N € N. For z € D(0, N) we have

lim ¢°" M (b, (2)) = f(z + N),

n—oo

and the convergence is uniform on compact subsets of D(0, N).

By Montel’s theorem the sequence 1°"~N)(b,(2)) has accumulation points A in
the space H(D(0, N)) of holomorphic functions on D(0, N). By 7° we know that
h(s) = f(s+ N) for 0 < s < N. From the uniqueness theorem for holomorphic
functions, all accumulation points then agree with f(z + N) € H(D(0, N)), and
the result follows.

9°: For z € C we have

lim (b, (2)) = f(2),

n—oo

uniformly on compact subsets of C.

For a compact subset K C C we choose N € N such that K C D(0, N) and know
by 8 that ¢°™=™)(b,(z)) converges uniformly to f(z + N) for z € K. We next
use that ¢°Y : C* — C* is continuous, hence uniformly continuous with respect
to the chordal metric on C*, and since ¥°V(f(z + N)) = f(z), the result follows.

10° : For z € C we have

lim " (a,(2)) = f(2),

n—oo

uniformly on compact subsets of C.

In fact,
V" (ant1(2)) = ™ (ba(z + 1)) — f(z +1)
SO

P (an41(2))) = (f(z + 1)) = f(2).
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