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Abstract

In this thesis we study the multiplicative character of A. Connes and M. Karoubi. Our first achievement is a comparison result. We show that the multiplicative character on the second algebraic $K$-group agrees with a determinant invariant defined by L. G. Brown. As a byproduct we get a $K$-theoretic proof of the classical Helton-Howe identity

$$\det(e^{A}e^{B}e^{-A}e^{-B}) = \text{Tr}[A, B] \in \mathbb{C}/(2\pi i)\mathbb{Z} \quad [A, B] \in L^1(H)$$

Our second result can be interpreted as a multivariate version of (1). We show that the evaluation of the odd multiplicative character on higher Loday symbols is given in terms of the higher Helton-Howe trace form. To be precise, we get that

$$\mathcal{M}_F(e^{a_0} \ast \ldots \ast e^{a_{2p-1}}) = -\frac{1}{p!} \text{Tr}\left( \sum_{s \in \Sigma_{2p}} \text{sgn}(s) Pa_{s(0)}P \cdot \ldots \cdot Pa_{s(2p-1)}P \right) \in \mathbb{C}/(2\pi i)^{p}\mathbb{Z}$$

On our way we investigate the multiplicative structure on relative $K$-theory and the multiplicative properties of the relative Chern character.

Resumé


$$\det(e^{A}e^{B}e^{-A}e^{-B}) = \text{Tr}[A, B] \in \mathbb{C}/(2\pi i)\mathbb{Z} \quad [A, B] \in L^1(H)$$

Vores andet resultat kan fortolkes som en multivariabel udgave af (2). Vi viser at evalueringen af den ulige multiplikative karakter på højere Loday symboler er givet ved den højere Helton-Howe sporform. Mere præcist får vi at

$$\mathcal{M}_F(e^{a_0} \ast \ldots \ast e^{a_{2p-1}}) = -\frac{1}{p!} \text{Tr}\left( \sum_{s \in \Sigma_{2p}} \text{sgn}(s) Pa_{s(0)}P \cdot \ldots \cdot Pa_{s(2p-1)}P \right) \in \mathbb{C}/(2\pi i)^{p}\mathbb{Z}$$

På vores vej undersøger vi den multiplikative struktur i relativ $K$-teori og den relative Chern karakers multiplikative egenskaber.
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1. INTRODUCTION

Let us consider a bounded operator $T \in \mathcal{L}(H)$ on a separable Hilbert space of infinite dimension. We would like to extract information from this data. For example, let us suppose that the operator is essentially normal. This means that the commutator between $T$ and its adjoint $T^*$ is a compact operator, $[T, T^*] \in \mathcal{K}(H)$. We let $q : \mathcal{L}(H) \to \mathcal{L}(H)/\mathcal{K}(H)$ denote the quotient map from the $C^*$-algebra of bounded operators to the calkin algebra. Let $E \subseteq \mathcal{L}(H)$ denote the smallest unital $C^*$-algebra generated by $T$ and the compact operators. We thus have a short exact sequence of $C^*$-algebras.

$$0 \longrightarrow \mathcal{K}(H) \xrightarrow{i} E \xrightarrow{q} q(E) \longrightarrow 0$$

The quotient $C^*$-algebra is commutative and identifies by the Gelfand transform with the continuous functions on the essential spectrum of $T$,

$$q(E) \cong C(Z) \quad Z := \text{Sp}(q(T))$$

Let us take an invertible continuous function on the essential spectrum, $f : E \to \mathbb{C}^*$. This data determines an element in the topological $K$-theory of $C(Z)$, $[f] \in K_1^{\text{top}}(C(Z))$. Furthermore, the short exact sequence (3) provides us with a boundary map

$$\partial : K_1^{\text{top}}(C(Z)) \to K_0(\mathcal{K}(H)) \cong \mathbb{Z}$$

in topological $K$-theory. In particular, we can associate the integer $\partial[f] \in \mathbb{Z}$ to the function $f$. This integer carries a lot of information. For example, to any $\lambda \notin Z = \text{Sp}(q(T))$ we can associate the number $\partial[\lambda - \text{Id}] \in \mathbb{Z}$ which is precisely the index of the Fredholm operator $\lambda - T \in \mathcal{L}(H)$, see [15, Example 4.8.8]. By the work of L. G. Brown, R. G. Douglas and P. A. Fillmore, the essential spectrum together with these indices characterize essentially normal operators up to essential unitary equivalence. See for example, [15, Theorem 2.4.8]. From the definition of the first topological $K$-group it follows that the function

$$g : \mathbb{C} - Z \to \mathbb{Z} \quad g : \lambda \mapsto \partial[\lambda - \text{Id}] = \text{Ind}(\lambda - T)$$

$$= \text{Dim}(\ker(\lambda - T)) - \text{Dim}(\ker(\lambda - T^*))$$

is locally constant. In particular, it is constant on the connected components of $\mathbb{C} - Z$. We could now ask the question, if we can extend this invariant to the whole complex plane extracting even more information about the operator $T \in \mathcal{L}(H)$? Let us assume that the commutator $[T, T^*]$ satisfies a more restrictive growth condition than merely compactness. Namely, we assume that the singular values are $1$-summable, that is to say, the additive commutator is of trace class, $[T, T^*] \in \mathcal{L}^1(H) \subseteq \mathcal{K}(H)$. The trace ideal $\mathcal{L}^1(H)$ comes equipped with a tracial continuous linear functional

$$\text{Tr} : \mathcal{L}^1(H) \to \mathbb{C} \quad \text{Tr}(S) = \sum_{n=1}^{\infty} (e_n, Se_n)$$

called the operator trace. Thus, we can associate a complex number $\text{Tr}([T, T^*]) \in \mathbb{C}$ to the above data. But we have even more. Let us write $T = X + iY$ where $X$ is the real part and $Y$ is the imaginary part of $T$. We then have $[T, T^*] = -2i[X, Y] \in \mathcal{L}^1(H)$. The selfadjoint operators $X$ and $Y$ thus form what is called an almost commuting pair. Now, for any complex
polynomial in two variables
\[ p = \sum_{n,m} \lambda_{n,m} x^n y^m \in \mathbb{C}[x, y] \]
we let \( p(X, Y) \in \mathcal{L}(H) \) denote the operator
\[ p(X, Y) = \sum_{n,m} \lambda_{n,m} X^n Y^m \]
For any two polynomials \( p, q \in \mathbb{C}[x, y] \) the commutator \([p(X, Y), q(X, Y)] \in \mathcal{L}^1(H)\) is then of trace class. In particular, we get a bilinear form
\[ (\cdot, \cdot) : \mathbb{C}[x, y] \times \mathbb{C}[x, y] \to \mathbb{C} \quad (p, q) = \text{Tr}(p(X, Y), q(X, Y)) \]
This bilinear form extends to \( C^\infty(\mathbb{R}^2) \) and can be calculated by a result of J. W. Helton, R. E. Howe, R. W. Carey and J. D. Pincus. See for example [14, 4, 5].

**Theorem 1.1.** Let \( T \in \mathcal{L}(H) \) be a completely non-normal bounded operator with trace class selfcommutator, \([T, T^*] \in \mathcal{L}^1(H)\). Then there exists a summable function \( g : \mathbb{R}^2 \to \mathbb{R} \) such that

1. For any pair of smooth functions \( f_1, f_2 \in C^\infty(\mathbb{R}^2) \) the pairing \((f_1, f_2) \in \mathbb{C}\) is given by the formula

\[ (f_1, f_2) = -\frac{1}{2\pi i} \int_{\mathbb{R}^2} J(f_1, f_2) g(x, y) dxdy \]

Here \( J(f_1, f_2) = \frac{\partial f_1}{\partial x} \frac{\partial f_2}{\partial y} - \frac{\partial f_2}{\partial x} \frac{\partial f_1}{\partial y} \in C^\infty(\mathbb{R}^2) \) denotes the Jacobian of \( f_1 \) and \( f_2 \).

2. For each \( \lambda \in \mathbb{C} - Z \) in the complement of the essential spectrum of \( T = X + iY \) we have the identity

\[ g(\text{Re}(\lambda), \text{Im}(\lambda)) = \text{Ind}(\lambda - T) \]

The function \( g : \mathbb{R}^2 \to \mathbb{R} \) is called the principal function of the almost commuting pair \( \text{Re}(T), \text{Im}(T) \in \mathcal{L}(H) \).

The above theorem implies that traces of commutators carry all the information on the indices of the Fredholm operators \((\lambda - T), \lambda \in \mathbb{C} - Z\) and possibly a lot of extra information. We could thus understand it as a refinement of the Fredholm index invariant of topological \( K \)-theory. We will adopt this point of view. It immediately raises the question: What are traces of commutators an invariant of? We could start by expressing these quantities as values of homomorphisms defined on cyclic homology. To do so, we will have to settle ourselves in a slightly different scenario. Namely, suppose that we have a short exact sequence of Banach algebras

\[ X : 0 \longrightarrow \mathcal{L}^1(H) \overset{i}{\longrightarrow} \mathcal{E} \overset{q}{\longrightarrow} \mathcal{B} \longrightarrow 0 \]

which satisfies the following conditions:

1. The Banach algebra \( \mathcal{E} \) is unital and equipped with a continuous unital algebra homomorphism \( \pi : \mathcal{E} \to \mathcal{L}(H) \) which restricts to the inclusion on \( \mathcal{L}^1(H) \).
2. There is a continuous linear split \( s : \mathcal{B} \to \mathcal{E} \) and the quotient, \( \mathcal{B} \), is unital and commutative.
Here we could think of $\mathcal{E}$ as some appropriate completion of the $\ast$-algebra generated by $T \in \mathcal{L}(H)$ and the operators of trace class. The assumption on the commutator $[T, T^\ast] \in \mathcal{L}^1(H)$ then ensures us that the quotient $\mathcal{E}/\mathcal{L}^1(H) = \mathcal{B}$ is commutative. We will think of $\mathcal{B}$ as some algebra of differentiable functions on the essential spectrum of $T$. The continuous linear section is then given by some ordered functional calculus extending the above formula for polynomials. Note however that the passage from the operator $T$ with trace class selfcommutator to the (smooth) extension scenario is far from uncomplicated in general. We can then exhibit traces of commutators in the following homological fashion:

**Theorem 1.2.** The operator trace determines a well defined map on the zeroth continuous relative cyclic homology group

$$\text{Tr} : HC_0(\mathcal{L}^1(H), \mathcal{E}) \to \mathbb{C}$$

Furthermore, any pair of elements $f, g \in \mathcal{B}$ determines a class in the first continuous cyclic homology group, $g \otimes f \in HC_1(\mathcal{B})$. This class maps to the trace of the commutator $\text{Tr}([A, B]) \in \mathbb{C}$ under the composition

$$HC_1(\mathcal{B}) \xrightarrow{\partial_X} HC_0(\mathcal{L}^1(H), \mathcal{E}) \xrightarrow{-\text{Tr}} \mathbb{C}$$

Here $A, B \in \mathcal{E}$ are any lifts of $f, g \in \mathcal{B}$.

For a proof of this result we refer to Section 3.3. Let us spell out the connection with the work of A. Connes at this point. Thus, consider an odd 2-summable Fredholm module $(F, H)$ over a commutative unital Banach algebra $\mathcal{A}$. This amounts to the following data:

1. A separable Hilbert space $H$.
2. A selfadjoint unitary operator $F \in \mathcal{L}(H)$.
3. A unital algebra homomorphism $\pi : \mathcal{A} \to \mathcal{L}(H)$.

The different components are related by the commutator condition

$$[F, \pi(a)] \in \mathcal{L}^2(H) \quad a \in \mathcal{A}$$

Here $\mathcal{L}^2(H)$ denotes the ideal of Hilbert-Schmidt operators on $H$. We will assume that the Fredholm module is continuous in the sense that

$$\|\pi(a)\|_{\infty} \leq \|a\| \quad \text{and} \quad \|[F, \pi(a)]\|_2 \leq \|a\|$$

for all $a \in \mathcal{A}$. Here the notation $\| \cdot \|_p : \mathcal{L}^p(H) \to [0, \infty)$ refers to the norms on the Schatten ideals. Each such Fredholm module gives rise to a character on the first continuous cyclic homology group,

$$\tau_F : HC_1(\mathcal{A}) \to \mathbb{C} \quad a_0 \otimes a_1 \mapsto -\frac{1}{4} \text{Tr}(F[a_0][F, a_1])$$

This important result is due to A. Connes, see [7, I 7. Lemma 2]. We would like to relate this Chern character with traces of commutators, in particular, with the homomorphism (4) of Theorem 1.2. To this end we form the $\mathbb{C}$-algebra

$$T_\mathcal{A} = \{(S, a) \in \mathcal{L}(PH) \times \mathcal{A} \mid S - PaP \in \mathcal{L}^1(PH)\}$$

which, when equipped with the norm,

$$\|(S, a)\| = \|S\|_{\infty} + \|S - PaP\|_1 + \|a\| + \|[P, a]\|_2$$

$$\text{Tr} : HC_0(\mathcal{L}^1(H), \mathcal{E}) \to \mathbb{C}$$
becomes a unital Banach algebra. Here $P = \frac{F + 1}{2}$ denotes the projection onto the eigenvectors for $F$ with eigenvalue 1. We can then write down a short exact sequence of Banach algebras

$$T_F : 0 \longrightarrow \mathcal{L}^1(PH) \overset{i}{\longrightarrow} T_A^1 \overset{q}{\longrightarrow} A \longrightarrow 0$$

which satisfies the conditions (1) and (2). The result of Theorem 1.2 thus supplies us with a homomorphism

$$HC_1(A) \xrightarrow{\partial_T} HC_0(\mathcal{L}^1(H), T_A) \xrightarrow{-\text{Tr}} \mathbb{C}$$

It is possible to prove that this character agrees with the Chern character of the Fredholm module, thus

$$(6) \quad \tau_F = (-\text{Tr}) \circ \partial_T$$

See [9, Théorème 5.6] and [16, Theorem 4.2]. It follows that the evaluation of the Chern character on the class $a_0 \otimes a_1 \in HC_1(A)$ is given by

$$\tau_F(a_0 \otimes a_1) = -\text{Tr}([Pa_0 P, Pa_1 P])$$

In particular, suppose that the operators $\pi(a_0), \pi(a_1) \in \mathcal{L}(H)$ are selfadjoint and that the operator $T = P\pi(a_0) P + iP\pi(a_1) P \in \mathcal{L}(PH)$ is completely non-normal. Then for any two polynomials $p, q \in \mathbb{C}[x, y]$ we get that

$$\tau_F(p(a_0, a_1) \otimes q(a_0, a_1)) = \frac{1}{2\pi i} \int_{\mathbb{R}^2} \mathcal{J}(p, q) g(x, y) dxdy$$

Here $g : \mathbb{R}^2 \to \mathbb{R}$ is the principal function associated with $T \in \mathcal{L}(PH)$. It is perhaps worth to notice that the above integral formula looks like the Hochschild character of some appropriate spectral triple constructed out of the almost commuting pair, $P\pi(a_0) P, P\pi(a_1) P \in \mathcal{L}(PH)$. We haven’t yet found occasion to pursue this track very far. For some further details on these matters we refer to the books [8] and [11]. Let us return to the main discussion.

We have seen that for any suitable short exact sequence of Banach algebras

$$X : 0 \longrightarrow \mathcal{L}^1(H) \overset{i}{\longrightarrow} \mathcal{E} \overset{q}{\longrightarrow} B \longrightarrow 0$$

with commutative quotient, we could express the traces of commutators in $\mathcal{E}$ in a homological fashion. Furthermore, we have related this homological expression with Chern characters of 2-summable Fredholm modules. We are not really satisfied yet. The Fredholm indices were described in terms of a homomorphism from the first topological $K$-group $\text{Ind} : K_0^{\text{top}}(C(Z)) \to \mathbb{Z}$. We would like to understand traces of commutators as an extension of this invariant. That is, the origin of these quantities should not only be cyclic homology but rather some appropriate $K$-group. It should be noted at this point that the trace class commutator property of the unital Banach algebra $\mathcal{E}$ is not preserved if we pass to the closure of $\mathcal{E}$ in the operator norm. This is simply due to the fact that the trace ideal is non-closed in the $C^*$-algebra of bounded operators. Since topological $K$-theory is almost insensitive to this kind of operations we will in general need a finer $K$-theoretic functor to explain the traces of commutators. In this respect it was noticed by L. G. Brown in [3] that the origin of Fredholm determinants of multiplicative commutators was algebraic $K$-theory. Let us explain this result. Departing from the exact
sequence $X$, L. G. Brown constructs a \textit{determinant invariant} on the second algebraic $K$-group of the quotient $\mathcal{B}$. This invariant is given by the following composition of homomorphisms

$$d_{(X, \pi)} : K_2(\mathcal{B}) \xrightarrow{\partial_X} K_1(\mathcal{L}^1(H), \mathcal{E}) \xrightarrow{\pi} K_1(\mathcal{L}^1(H), \mathcal{L}(H)) \xrightarrow{\det} \mathbb{C}^*$$

Here the $K$-groups are all algebraic and the last map is induced by the Fredholm determinant $\det : GL(\mathcal{L}^1(H)) \to \mathbb{C}^*$. Now, for any pair of invertible elements in the quotient $f, g \in \mathcal{B}^*$ there is a Steinberg symbol $\{f, g\} \in K_2(\mathcal{B})$ in the second algebraic $K$-group, see for example [29]. Assuming the existence of invertible lifts

$$A, B \in \mathcal{E}^*, \quad q(A) = f, \; q(B) = g$$

it was then proved that

$$d_{(X, \pi)}(\{f, g\}) = \det(ABA^{-1}B^{-1})$$

Notice that the commutativity condition on the quotient implies that the above Fredholm determinant makes sense. In particular, for any elements $f, g \in \mathcal{B}$ with lifts $A, B \in \mathcal{E}$ we have the identity

$$d_{(X, \pi)}(\{f^g, e^g\}) = \det(e^A e^B e^{-A} e^{-B}) = e^{\text{Tr}[A, B]} \quad \text{ (7)}$$

For a proof of the last identity we refer to [2]. Thus, at least modulo the additive subgroup $2\pi i \mathbb{Z} \subseteq \mathbb{C}$ the trace of the commutator $\text{Tr}[A, B] \in \mathbb{C}$ arises as the value of an invariant on algebraic $K$-theory. Before we continue, we would like to remark that the existence of invertible lifts is not a necessary condition for a concrete calculation of the determinant invariant on Steinberg symbols to apply. In this respect see [6]. Furthermore, notice that the existence of invertible lifts implies the vanishing of the boundary map in topological $K$-theory. Or stated in another way, the elements $f, g \in \mathcal{B}$ have trivial "winding numbers". The formula (7) suggests that the determinant theory should be interpreted as a parallel theory to the trace theory. To be slightly more precise: \textit{The determinants of multiplicative commutators are paralleled by traces of additive commutators.} One of the main attempts of the first part of this thesis, thus the sections 2, 3, 4 is to understand what lies behind this statement. These sections are also related to the first article at the end of the thesis, [16]. So, what is it we are going to do? First of all, we will express the trace of an additive commutator by means of a $K$-theoretic invariant. That is, out of the exact sequence of Banach algebras $X$ we will construct a trace invariant on the second relative $K$-group of the quotient. It is given by the composition

$$\tau_{(X, \pi)} : K^\text{rel}_2(\mathcal{B}) \xrightarrow{\text{ch}^\text{rel}} HC_1(\mathcal{B}) \xrightarrow{\partial_X} HC_1(\mathcal{L}^1(H), \mathcal{E}) \xrightarrow{-\text{Tr}} \mathbb{C}$$

Here the homomorphism $\text{ch}^\text{rel} : K^\text{rel}_2(\mathcal{B}) \to HC_1(\mathcal{B})$ is the second relative Chern character as introduced by M. Karoubi in [20]. Let us fix two elements $f, g \in \mathcal{B}$. Furthermore, let $\alpha : [0, 1] \to [0, 1]$ be a smooth maps with $\alpha(1) = 1$ and which vanishes on a neighborhood of the origin. From this data we are then able to associate a specific element

$$\{e^{-\alpha f}, e^{-\alpha g}\}^\text{rel} \in K^\text{rel}_2(\mathcal{B})$$

in the second relative $K$-group of the quotient $\mathcal{B}$. The application of the trace invariant to this relative Steinberg symbol is then the trace of the commutator

$$\tau_{(X, \pi)}(\{e^{-\alpha f}, e^{-\alpha g}\}^\text{rel}) = \text{Tr}([A, B]) \in \mathbb{C} \quad \text{ (8)}$$
Here \(A, B \in \mathcal{E}\) are any lifts of \(f, g \in B\), see Theorem 3.21. Understanding the relation between traces of additive commutators and determinants of multiplicative commutators thus amounts to understanding the relation between the trace invariant and the determinant invariant. That is, we look for a general comparison result. Now, the domain of the trace invariant is relative \(K\)-theory and the domain of the determinant invariant is algebraic \(K\)-theory. The link between these two domains is given by an explicit homomorphism,

\[
\theta : K^\text{rel}_2(B) \to K_2(B)
\]

This homomorphism essentially associates the values at the vertices to each continuous map \(\sigma : \Delta^2 \to GL(B)\). As an example, we have the following equality

\[
\theta(\{e^{-\alpha f}, e^{-\alpha g}\}) = \{e^f, e^g\}
\]

for the application of \(\theta\) to the relative Steinberg symbol. The comparison result can now be stated in the form of a commutative diagram

\[
\begin{array}{ccc}
K^\text{rel}_2(B) & \xrightarrow{\theta} & K_2(B) \\
\tau(X, \pi) \downarrow & & \downarrow d(X, \pi) \\
\mathbb{C} & \xrightarrow{\exp} & \mathbb{C}^*
\end{array}
\]

See Theorem 3.22. This is thus a general framework in which identities in two variables between determinants and traces can be analyzed. For example, we get a new proof of the well known equality

\[(9) \quad \det(e^A e^B e^{-A} e^{-B}) = e^{\text{Tr}([A, B])} \quad A, B \in \mathcal{E}\]

for almost commuting operators. Indeed, it is a consequence of the following calculation

\[
\det(e^A e^B e^{-A} e^{-B}) = d_{(X, \pi)}(\{e^f, e^g\})
\]

\[
= (d_{(X, \pi)} \circ \theta)(\{e^{-\alpha f}, e^{-\alpha g}\})
\]

\[
= (\exp \circ \tau_{(X, \pi)})(\{e^{-\alpha f}, e^{-\alpha g}\})
\]

\[
= e^{\text{Tr}([A, B])}
\]

The main goal of this thesis is to find a higher dimensional analogue of the identity (9). Let us explain what we mean by this sentence. The most desirable thing to do, would be to begin with the raw data consisting of, say, 2p selfadjoint operators \(A_1, \ldots, A_{2p} \in \mathcal{L}(H)\) with additive commutators \([A_i, A_j] \in \mathcal{L}^p(H)\) in the \(p\)th Schatten ideal. To this general information J. W. Helton and R. E. Howe associates a fundamental trace form

\[
\langle \cdot, \ldots, \cdot \rangle : \mathcal{E}^{\otimes 2p} \to \mathbb{C} \quad x_1 \otimes \ldots \otimes x_{2p} \mapsto \text{Tr}(\sum_{\sigma \in \Sigma_{2p}} \text{sgn}(\sigma) x_{\sigma(1)} \cdots x_{\sigma(2p)})
\]

Here \(\mathcal{E} \subseteq \mathcal{L}(H)\) denotes the smallest *-algebra which contains the \(p\)-almost commuting operators \(A_0, \ldots, A_{2p-1} \in \mathcal{L}(H)\), see [14]. Note that the above sum over the permutations on 2p letters is of trace class since \(x_1 \otimes \ldots \otimes x_{2p} \mapsto \text{Tr}(\sum_{\sigma \in \Sigma_{2p}} \text{sgn}(\sigma) x_{\sigma(1)} \cdots x_{\sigma(2p)})\)

Here \(SE_{2p} \subseteq \Sigma_{2p}\) denotes the subset of permutations with \(s(2i-1) < s(2i)\) for all \(i \in \{1, \ldots, p\}\). Following the above scheme, we should then construct a trace invariant which, when applied
to appropriate higher relative Steinberg symbols produces values of the above fundamental trace form. Furthermore, the trace theory which lives on the higher relative $K$-groups should be paralleled by a determinant theory living on the higher algebraic $K$-groups. At last, the application of the higher determinant invariant to appropriate higher Steinberg symbols should be calculizable and expressed in terms of the fundamental trace form. This general program might suffer from technical problems. Even in the 1-dimensional case we used a suitable short exact sequence of Banach algebras to construct our trace invariant. The passage from the raw $p$-almost commuting tuple $(A_1, \ldots, A_{2p})$ to an appropriate "smooth" extension is far from uncomplicated. We could thus limit ourselves to the setup consisting of a short exact sequence of Banach algebras

$$\begin{array}{c}
X : 0 \longrightarrow \mathcal{L}^p(H) \xrightarrow{i} \mathcal{E} \xrightarrow{q} B \longrightarrow 0
\end{array}$$

with properties similar to (1) and (2). But again, we face some obstacles. Indeed, our trace invariant was defined by means of a character on the first continuous cyclic homology group of the quotient, $B$. This character had the operator trace on the relative continuous cyclic homology group of the pair $(\mathcal{L}^i(H), \mathcal{E})$ as an important component. There is however no immediate generalization of the operator trace to the higher relative continuous cyclic homology groups of the pair $(\mathcal{L}^p(H), \mathcal{E})$. For example, the continuous cyclic homology groups do not satisfy excision in general. We should notice at this point that it is possible to construct a continuous cyclic cocycle merely from the data consisting of a continuous linear map $s : B \longrightarrow \mathcal{L}(H)$ which is multiplicative modulo $\mathcal{L}^p(H)$ in a continuous sense, [7, I 7. Theorem 5]. We haven't yet found occasion to pursue the implications of this observation further. Instead we have fixed ourselves in the slightly less general framework of odd finitely summable Fredholm modules. Thus, we consider the following data:

1. A separable Hilbert space $H$ and a unital commutative Banach algebra $A$.
2. A selfadjoint unitary operator $F \in \mathcal{L}(H)$.
3. A unital algebra homomorphism $\pi : A \rightarrow \mathcal{L}(H)$.

The different components are related by the commutator condition

$$[F, \pi(a)] \in \mathcal{L}^{2p}(H) \quad \quad a \in A$$

Here $\mathcal{L}^{2p}(H)$ denotes the $2p$th Schatten ideal. We will assume that the Fredholm module is continuous in the sense that

$$\|\pi(a)\|_{\infty} \leq \|a\| \quad \text{and} \quad \|[F, \pi(a)]\|_{2p} \leq \|a\|$$

for all $a \in A$. In this context there is a character on continuous cyclic homology

$$\tau_F : HC_{2p-1}(A) \rightarrow \mathbb{C} \quad \quad a_0 \otimes \ldots \otimes a_{2p-1} \mapsto -\frac{1}{(2p-1)!} \text{Tr}(F[a_0, \ldots, a_{2p-1}])$$

This is the higher dimensional analogue of (5) which is also due to A. Connes, [7, I 7. Lemma 2]. The fundamental trace form of J. W. Helton and R. E. Howe can be expressed by means of the above homomorphism. Indeed, it follows from the results in [7, I 7.] that

$$\tau_F\left( \sum_{s \in \Sigma_{2p-1}} \text{sgn}(s) a_0 \otimes a_{s(1)} \otimes \ldots \otimes a_{s(2p-1)} \right) = -\frac{1}{p!} \langle Pa_0 P, \ldots, Pa_{2p-1} P \rangle$$
See also [17, Theorem 5.3]. In the article [9] it is then shown that the above higher cyclic cocycle gives rise to a homomorphism

$$A_F : K_{2p}^{\text{red}}(A) \to \mathbb{C} \quad A_F := \tau_F \circ \text{ch}^{\text{red}}$$

which we call the additive character of the Fredholm module. Here $K_{2p}^{\text{red}}(A)$ denotes the higher relative $K$-theory as constructed by M. Karoubi in [20]. The notation $\text{ch}^{\text{red}}$ refers to the relative Chern character. This is a natural homomorphism of degree minus one with values in continuous cyclic homology,

$$\text{ch}^{\text{red}} : K_{2p}^{\text{red}}(A) \to HC_{2p-1}(A)$$

It was originally constructed by M. Karoubi in a differential geometric context, see [20]. The additive character is a good higher dimensional replacement for our trace invariant. Indeed, it follows immediately by (6) that

$$A_F = \tau_F \circ \text{ch}^{\text{red}} = (-\text{Tr}) \circ \partial_{T_F} \circ \text{ch}^{\text{red}} = \tau_{(T_F,n_1)} : K_{2}^{\text{red}}(A) \to \mathbb{C}$$

Thus, in the one dimensional case, the additive character of the Fredholm module agrees with the trace invariant of the Fredholm module. Here the notation $T_F$ refers to the extension

$$T_F : 0 \longrightarrow L^1(H) \longrightarrow \mathcal{T}_A^1 \longrightarrow \mathcal{T}_A^0 \longrightarrow 0$$

created from the odd continuous 2-summable Fredholm module. As mentioned above, we are interested in computing the additive character on some higher dimensional analogue of the relative Steinberg symbol. This is one of the achievements of the second article [17] which is attached at the end of this thesis. Let us briefly explain the general scheme of the calculation. A more detailed introduction is given in Section 5 and Section 6. First of all we need to find the correct replacement for the relative Steinberg symbols on higher relative $K$-theory. Recall that we assume our unital Banach algebra to be commutative. In the article [25] it is shown by J.-L. Loday that the Steinberg symbols in the second algebraic $K$-group are special instances of a general product in algebraic $K$-theory. Following his ideas, we construct a rather explicit interior product on relative $K$-theory,

$$\ast^{\text{rel}} : K_n^{\text{rel}}(A) \times K_m^{\text{rel}}(A) \to K_{n+m}^{\text{rel}}(A)$$

Equipped with this structure, the relative $K$-theory of a unital Banach algebra becomes a graded commutative ring. Furthermore, the group homomorphism

$$\theta : K_*^{\text{rel}}(A) \to K_*(A)$$

which links the different $K$-theories becomes a homomorphism of graded commutative rings. These results are proved in [17, Section 3]. Finally, in analogy with the algebraic result, the relative Steinberg symbol, which is given by an explicit homology class, can be expressed in terms of the general relative product. This identification is carried out in Section 5.4. We are therefore interested in the application of the additive character

$$A_F : K_{2p}^{\text{red}}(A) \to \mathbb{C} \quad A_F = \tau_F \circ \text{ch}^{\text{red}}$$

to a higher relative Steinberg symbol of the form

$$[\gamma] = [\gamma_0] \ast_{\text{rel}} \ldots \ast_{\text{rel}} [\gamma_{2p-1}] \in K_{2p}^{\text{rel}}(A)$$

Here $(F,H)$ is a continuous odd $2p$-summable Fredholm module over the commutative unital Banach algebra $A$. Note at this point that the classes in the first relative $K$-group are
represented by smooth maps $\sigma : [0, 1] \to GL(A)$ with $\sigma(0) = 1$. Thus each of the elements $[\gamma_i] \in K^r(A)$ is given by a smooth path of invertibles which begins at the identity. Having the calculation in the 1-dimensional case in mind we will assume that our paths are of the form

$$\gamma_i : t \mapsto e^{-ta_i}, \quad a_i \in A$$

See 8. Now, instead of continuing directly with the computation of the additive character we will make a detour. Namely, we will explore the behaviour of the relative Chern character

$$\text{ch}^r : K^r(A) \to HC^r(A)[1]$$

with respect to the multiplicative structure on the relative $K$-groups. Note that this natural homomorphism is a part of the additive character. To be more precise, there should exist a product in cyclic homology which corresponds to the relative product in $K$-theory. We remark that such a product must have degree one, since the relative Chern character has degree minus one. In this respect there is a natural candidate given by the shifted shuffle product,

$$*: HC_n(A) \times HC_m(A) \to HC_{n+m+1}(A) \quad x*y = x \times (sNy)$$

When equipped with this multiplicative structure the shifted cyclic homology theory $HC^r(A)[1]$ becomes a graded commutative ring. See for example [26, Section 4.4]. We prove in [17, Section 4] that the relative Chern character becomes a homomorphism of graded commutative rings. Thus, we have the equality

$$\text{ch}^r([\sigma] \ *^{rel} [\tau]) = \text{ch}^r([\sigma]) \ *^{rel} ([\tau])$$

for any $[\sigma] \in K^r(A)$ and $[\tau] \in K^r(A)$. This effectively reduces the calculation of the relative Chern character on the higher relative Steinberg symbol

$$[\gamma] = [\gamma_0] \ *^{rel} \ldots \ *^{rel} [\gamma_{2p-1}] \in K^r_{2p}(A)$$

to a calculation of the relative Chern character on the individual terms. This is by no means a complicated thing to do. Indeed, for $\gamma_i : t \mapsto e^{-ta_i}$ we have that

$$\text{ch}^r([\gamma_i]) = \int_0^1 d(e^{-ta_i}) = -a_i \in HC_0(A)$$

By the multiplicative properties of the relative Chern character we deduce that

$$\text{ch}^r([\gamma]) = \sum_{s \in \Sigma_{2p-1}} \text{sgn}(s)a_0 \otimes a_{s(1)} \otimes \cdots \otimes a_{s(2p-1)} \in HC_{2p-1}(A)$$

We therefore arrive at a concrete formula for the additive character on higher relative Steinberg symbol. Furthermore, we obtain an expression in terms of the fundamental trace form of J. W. Helton and R. E. Howe. To be precise, from 13 and 11 we get that

$$A^r_F([\gamma]) = \sum_{s \in \Sigma_{2p-1}} \text{sgn}(s)\tau_F(a_0 \otimes a_{s(1)} \otimes \cdots \otimes a_{s(2p-1)}) = -\frac{1}{p!}(Pa_0P, \ldots, Pa_{2p-1}P)$$

Some supplementary discussion of this result is given in Section 6.3. We can proceed even further. As mentioned earlier in this introduction we would like to dispose over a determinant theory which parallels the trace theory given by the additive character. This desire is inspired by the one dimensional case where we did possess a determinant invariant on the second algebraic $K$-group. This invariant could be calculated by means of the trace invariant. Indeed these
two characters were intimately connected. In the higher dimensional setup we will replace the
determinant invariant by the odd multiplicative character of A. Connes and M. Karoubi, see
[9]. This replacement is motivated by the following result:

**Theorem 1.3.** Let \((F, H)\) be an odd 2-summable Fredholm module over a unital \(\mathbb{C}\)-algebra \(\mathcal{A}\).
We then have a commutative diagram of group homomorphisms

\[
\begin{array}{ccc}
K_2(\mathcal{A}) & \xrightarrow{\lambda_F} & \mathbb{C}/(2\pi i)\mathbb{Z} \\
\mathcal{M}_F & \xrightarrow{d_F} & \mathbb{C}^* \\
\end{array}
\]

Here \(\mathcal{M}_F : K_2(\mathcal{A}) \to \mathbb{C}/(2\pi i)\mathbb{Z}\) denotes the multiplicative character of the Fredholm module.
Furthermore, \(d_F : K_2(\mathcal{A}) \to \mathbb{C}^*\) denotes the determinant invariant of the short exact sequence
of \(\mathbb{C}\)-algebras

\[
0 \to \mathcal{L}^1(H) \to \mathcal{T}_A^1 \to \mathcal{A} \to 0
\]

A proof can be found in [16], see also [9] and Section 4. The interpretation of Theorem 1.3 is
clear: For odd 2-summable Fredholm modules, the multiplicative character coincides with the
determinant invariant. The advantage of the multiplicative character is that it generalizes to
the higher \(K\)-groups. Indeed, to any odd 2-summable Fredholm \((F, H)\) over any \(\mathbb{C}\)-algebra \(\mathcal{A}\),
A. Connes and M. Karoubi associate a homomorphism

\[
\mathcal{M}_F : K_{2p}(\mathcal{A}) \to \mathbb{C}/(2\pi i)^p\mathbb{Z}
\]

which they call the multiplicative character of the Fredholm module. Suppose now that \(\mathcal{A}\) is a
unital Banach algebra and that the Fredholm module is continuous. Let \(\theta(y) \in K_{2p}(\mathcal{A})\) be an
element in the image of the homomorphism

\[
\theta : K_{2p}^{\text{red}}(\mathcal{A}) \to K_{2p}(\mathcal{A})
\]

\[
\theta(\sigma) = (\sigma(0)\sigma(1)^{-1}, \ldots, \sigma(n-1)\sigma(n)^{-1})
\]

The application of the multiplicative character to the element \(\theta(y)\) is described in terms of the
additive character. Indeed, by definition

\[
\mathcal{M}_F(\theta(y)) = [\mathcal{A}_F(y)] \in \mathbb{C}/(2\pi i)^p\mathbb{Z}
\]

Here \([\cdot] : \mathbb{C} \to \mathbb{C}/(2\pi i)^p\mathbb{Z}\) denotes the quotient map. The multiplicative character is thus
intimately related to the additive character. That is, the higher dimensional determinant
theory is explicable in terms of the higher dimensional trace theory. In particular, the above
calculation of the additive character entails a corresponding calculation of the multiplicative
character. This is the main achievement of the article [17] to be found at the end of the present
thesis. Let us give some details on this result. We need the additional assumption that our
unital Banach algebra \(\mathcal{A}\) is commutative. This is really required since we need the above interior
Loday products in order to construct our \(K\)-theory classes. These products only exist in the
commutative setup. Let us choose \(2p\) elements \(a_0, \ldots, a_{2p-1} \in \mathcal{A}\). By an application of the
exponential function we get the invertibles \(e^{a_0}, \ldots, e^{a_{2p-1}} \in \mathcal{A}^*\). Each of those determine a class
in the first algebraic \(K\)-group and we can thus form their interior Loday product,

\[
[x] = [e^{a_0}] * \ldots * [e^{a_{2p-1}}] \in K_{2p}(\mathcal{A})
\]
Our aim is to get a concrete formula for the application of the multiplicative character to this higher Steinberg symbol. Notice that this is possible in the one dimensional case. Indeed, as mentioned earlier, the Loday product on algebraic $K$-theory identifies with the algebraic Steinberg symbol. To be precise we have that

\[ [e^{a_0}] * [e^{a_1}] = \{ e^{a_1}, e^{a_0} \} \]

Furthermore, by Theorem 1.3 the multiplicative character agrees with the determinant invariant. Thus, we need to calculate the quantity

\[ \exp \circ M_F \{ e^{a_1}, e^{a_0} \} = d_F \{ e^{a_1}, e^{a_0} \} \]

By (7) this is the determinant of a multiplicative commutator, namely

\[ d_F \{ e^{a_1}, e^{a_0} \} = \det (e^{P_{a_1}P} e^{P_{a_0}P} e^{-P_{a_1}P} e^{-P_{a_0}P}) = e^{\text{Tr}[P_{a_1}P, P_{a_0}P]} \]

Here the last identity is taken from (9). We have thus proved that

\[ M_F [e^{a_0}] * [e^{a_1}] = -[\text{Tr}[P_{a_0}P, P_{a_1}P]] \in \mathbb{C}/(2\pi i)^{p\mathbb{Z}} \]

Let us return to the general case. We start by showing that $[x] \in K_{2p}(\mathcal{A})$ is in the image of $\theta : K_{2p}^{\text{rel}}(\mathcal{A}) \to K_{2p}(\mathcal{A})$. This is immediate from the multiplicative properties of this homomorphism. Indeed, with $[\gamma] \in K_{2p}^{\text{rel}}(\mathcal{A})$ defined by an iterated relative Loday product as in 12 we get that

\[ \theta([\gamma]) = \theta([\gamma_0]) \ldots \theta([\gamma_{2p-1}]) = [\gamma_0(1)^{-1}] \ldots [\gamma_{2p-1}(1)^{-1}] = [x] \]

The multiplicative character of $[x] \in K_{2p}(\mathcal{A})$ is now expressed in terms of the additive character of the lift $[\gamma] \in K_{2p}^{\text{rel}}(\mathcal{A})$. But we already calculated this quantity in 14. In particular, we get that

\[ (15) \quad M_F ([x]) = A_F ([\gamma]) = -[\frac{1}{p!} \langle P_{a_0}P, \ldots, P_{a_{2p-1}}P \rangle] \in \mathbb{C}/(2\pi i)^{p\mathbb{Z}} \]

We give a rather detailed discussion of this result in Section 6.3. We will thus limit ourselves to one single comment at this point: The left hand side of (15) only depends on the exponentials $e^{a_i} \in \mathcal{A}$ whereas the right hand side is expressed in terms of the fundamental trace form of the logarithms $a_i$. This supports our point of view, that the multiplicative character should be understood as a higher determinant invariant. Let us finish this general introduction by recapitulating the achievements of the thesis:

1. We have understood that the higher dimensional generalization of the determinant invariant should be the multiplicative character of A. Connes and M. Karoubi.
2. We have argued that the correspondence between the trace invariant and the determinant invariant is generalized to a relationship between a higher additive character and the multiplicative character.
3. We have seen that the framework given by the additive character and the multiplicative character allows us to produce identities between determinants of multiplicative commutators and traces of additive commutators. Indeed, we were able to give a concrete formula for the application of the multiplicative character to higher Steinberg symbols. This calculation was accomplished by means of a calculation of the corresponding additive character. The final result could be expressed by the fundamental trace form of
J. W. Helton and R. E. Howe,

\[ \mathcal{M}_F([e^{a_0}] \ast \cdots \ast [e^{a_{2p-1}}]) = -\frac{1}{p!} \langle Pa_0P, \ldots, Pa_{2p-1}P \rangle \in \mathbb{C}/(2\pi i)^p \mathbb{Z} \]

This result can be interpreted as a multivariate version of the classical identity

\[ \det(e^{PaP}e^{PbP}e^{-PaP}e^{-PbP}) = e^{\text{Tr}(PabPbP)} \]

We will now briefly go through the organization of the material in the present thesis.

In Section 2 we give an account of the Fredholm determinant from a $K$-theoretic point of view. This part is quite basic and also serves to introduce the reader to some of the ideas and techniques which we apply later in the thesis.

In Section 3 we introduce the determinant invariant and the trace invariant. We calculate these homomorphisms on relative and algebraic Steinberg symbols. At last we prove our comparison result which explicits the precise relation between these two invariants. This part is still rather basic in so far that we only use homological descriptions of the involved $K$-groups. There is a very close connection to the first article [16] which is attached at the end of the thesis. The methods applied there are however slightly different. We feel that the exposition given in Section 3 is both more clear and more conceptual.

We continue by an examination of the relationship between determinant invariants and the multiplicative characters of A. Connes and M. Karoubi. This is related to the material in [9, Section 5] and in the article [16]. The tools which we have evolved during Section 3 allow us to prove a refinement of [9, Théorème 5.6]. Namely, in the universal case, we show that the multiplicative character factorizes through the second algebraic $K$-group of the Calkin algebra, $\mathcal{L}(H)/\mathcal{L}^1(H)$. The refinement is also contained in [16]. This ends the study of the low dimensional case.

In Section 5 we expose the general results on the multiplicative structure in relative $K$-theory. We also indicate how the relative Loday product relates to the algebraic Loday product. This part can be understood as a survey of some of the material which can be found in the second article attached at the end of the thesis, [17]. We end the section by showing that the relative Steinberg symbol is a special instance of the relative Loday product.

In Section 6 we go through the main results of the article [17]. Namely, we expose the concrete calculations of the additive and multiplicative characters of Fredholm modules. The raw description of these results is supplied by a detailed discussion of some immediate implications.

The final section is devoted to a concrete example. Namely, we consider the case of a torus of odd dimension. In this setup we show that the application of the multiplicative character to higher Steinberg symbols is given by an integral formula. To be precise, we get that

\[ \mathcal{M}_F([e^{f_0}] \ast \cdots \ast [e^{f_{2p-1}}]) = \mathcal{C} \int_{\mathbb{T}^{2p-1}} f_0 df_1 \wedge \cdots \wedge df_{2p-1} \in \mathbb{C}/(2\pi i)^p \mathbb{Z} \]

where $\mathcal{C} \in \mathbb{C}$ is an appropriate constant. In view of the above considerations, this result is by no means surprising. Indeed, our Fredholm module arises from a spectral triple and we essentially need to evaluate the character

\[ \tau_F : HC_{2p-1}(O^{p+2}(\mathbb{T}^{2p-1})) \to \mathbb{C} \]
on a Hochschild cycle. It is well known that this quantity can be expressed in terms of an integral over the torus. By the same method we could also have found formulas similar to (16) in a more general context. For example, the odd dimensional torus could be replaced by a spin manifold of odd dimension, see [8] and [11]. For the sake of simplicity we have limited ourselves to this specific setup.
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2. The Fredholm determinant

We will give an account of the classical Fredholm determinant from the point of view of algebraic $K$-theory. In particular, we will give homological arguments for the main properties of the Fredholm determinant. The present approach will thus be rather different from the usual one, that is, we will only use a very limited amount of operator theory. We hope that this will serve two purposes: First of all, the reader will get an introduction to the techniques which will be used throughout the thesis, secondly, he or she might get a feeling of the power of algebraic $K$-theory in dealing with certain operator theoretic questions.

2.1. The Schatten ideals and the operator trace. We will briefly introduce the Schatten ideals. They are generated by selfadjoint compact operators with some extra conditions on the decay of the eigenvalues. We will then introduce the operator trace which is a generalization of the usual trace on the algebra of complex matrices. For a more detailed introduction to these matters we refer to [33].

Let $H$ be a separable Hilbert space. Let $\mathcal{L}(H)$ denote the $C^*$-algebra of bounded operators on $H$ and let $\mathcal{K}(H) \subseteq \mathcal{L}(H)$ denote the $C^*$-algebra of compact operators. Recall that each compact operator $T \in \mathcal{K}(H)$ has a sequence $s_0(T) \geq s_1(T) \geq s_2(T) \geq \ldots$ of singular values associated to it. The entrances are the eigenvalues of the absolute value, $|T| = (T^*T)^{1/2}$, when counted with multiplicities.

**Definition 2.1.** Let $p \in [1, \infty)$. By the $p$th Schatten ideal we will understand the subset of compact operators defined by

$$T \in \mathcal{L}^p(H) \iff (T \in \mathcal{K}(H) \text{ and } \sum_{n=0}^{\infty} |s_n(T)|^p < \infty)$$
Thus, for each operator $T \in \mathcal{L}^p(H) \subseteq K(H)$, the associated sequence of singular values is $p$-summable.

Let $p, q \in [1, \infty)$. The Schatten ideals satisfy the following properties:

1. The $p^{th}$ Schatten ideal, $\mathcal{L}^p(H)$, is an ideal in $\mathcal{L}(H)$ which is closed under adjoints.
2. For each $T \in \mathcal{L}^p(H)$ and $S \in \mathcal{L}^q(H)$ the product $TS \in \mathcal{L}^r(H)$ is in the $r^{th}$ Schatten ideal, whenever $\frac{1}{r} = \frac{1}{p} + \frac{1}{q}$.
3. The application $\| \cdot \|_p : \mathcal{L}^p(H) \to [0, \infty)$ given by $\|T\|_p = (\sum_{n=0}^{\infty} |s_n(T)|^p)^{1/p}$ defines a Banach $*$-algebra norm on $\mathcal{L}^p(H)$. The $p^{th}$ Schatten ideal is complete in this norm.
4. Whenever $T \in \mathcal{L}^p(H)$ and $S, R \in \mathcal{L}(H)$ we have the inequalities

$$
\|STR\|_p \leq \|S\|_\infty \cdot \|T\|_p \cdot \|R\|_\infty \quad \text{and} \quad \|T\|_\infty \leq \|T\|_p
$$

Here $\| \cdot \|_\infty : \mathcal{L}(H) \to [0, \infty)$ denotes the operator norm.

The first Schatten ideal $\mathcal{L}^1(H)$ comes equipped with an important continuous linear functional called the operator trace

$$
\text{Tr} : \mathcal{L}^1(H) \to \mathbb{C} \quad \text{Tr}(T) = \sum_{n=0}^{\infty} (Te_n, e_n)
$$

Here $(e_n)_{n=0}^{\infty}$ is any orthonormal basis for the separable Hilbert space $H$. The operator trace satisfies the tracial property $\text{Tr}(TS) = \text{Tr}(ST)$ whenever the product $TS \in \mathcal{L}^1(H)$ is of trace class.

The Fredholm determinant, which we will soon define, is to be understood as a multiplicative analogue of the operator trace.

2.2. The first relative $K$-group of Banach algebras and their ideals. A unital Banach algebra admits two well studied $K$-theories, a topological $K$-theory and an algebraic $K$-theory. These two $K$-theories are related by a group homomorphism and the difference between them is measured by a third $K$-theory which is called relative $K$-theory. We will introduce the first relative $K$-group and see how it relates to its algebraic and topological counterparts. A reference for this part is certainly the book of M. Karoubi where the relative $K$-theory is introduced for the first time, [20]. We will then continue by defining the first relative $K$-group of an ideal in a Banach algebra. In fact, we will have to construct the relative $K$-theory when the ideal is non-closed but satisfies some milder conditions. Our main example is the Schatten ideals sitting inside the bounded operators. We shall see later that these "relative-relative" considerations can be used to define a "trace part" of the Fredholm determinant.

Let $A$ be a unital Banach algebra. We let $GL(A)$ denote the topological group of invertible matrices over $A$. As a group this is the algebraic inductive limit of the general linear groups over $A$

$$
GL(A) := \lim_{n \to \infty} GL_n(A)
$$

The topology is given by considering $GL(A)$ as a subspace of the normed inductive limit of matrices over $A$

$$
GL(A) \subseteq \lim_{n \to \infty} M_n(A)
$$
Note that each of the matrix algebras $M_n(A)$ becomes a Banach algebra when equipped with the norm $\|(a_{ij})\| = \sum_{i,j} |a_{ij}|$, for example. The inclusions $M_n(A) \to M_{n+k}(A)$ are then isometries.

Now, let $R(A)_1$ denote the group of continuous maps $\sigma : [0, 1] \to GL(A)$ with $\sigma(0) = 1$. The group structure is given by the pointwise product. We will then say that two elements $\sigma, \tau \in R(A)_1$ are equivalent if there is a continuous map $H : [0, 1] \times [0, 1] \to GL(A)$ such that

$$H(0, t) = \sigma(t) \quad H(1, t) = \tau(t) \quad H(s, 1) = \sigma(1) \quad H(s, 0) = 1$$

This determines an equivalence relation on $R(A)_1$ which we call homotopy with fixed endpoints, it is denoted by $\sim$. We let $F(A)_1$ denote the smallest subgroup of $R(A)_1$ which contains all multiplicative commutators. The image of this subgroup under the quotient map $R(A)_1 \to R(A)_1/\sim$ will then be denoted by $F(A)_1/\sim$. Note that $F(A)_1$ is automatically normal in $R(A)_1$.

**Definition 2.2.** By the first relative $K$-group of the unital Banach algebra $A$ we will understand the quotient group

$$K_1^{rel}(A) := (R(A)_1/\sim)/(F(A)_1/\sim)$$

When equipped with the pointwise product this is clearly an abelian group.

Each continuous unital algebra homomorphism $\varphi : A \to B$ induces a group homomorphism $\varphi_* : K_1^{rel}(A) \to K_1^{rel}(B)$ in a functorial way.

Let us see how the first relative $K$-group relates to algebraic $K$-theory and topological $K$-theory. We will recall the relevant definitions. Some good references for topological $K$-theory are [1, 21]. A good reference for algebraic $K$-theory is [32].

**Definition 2.3.** By the first topological $K$-group of the unital Banach algebra $A$ we will understand the quotient group

$$K_1^{top}(A) := GL(A)/GL_0(A)$$

Here $GL_0(A)$ is the path component of the identity in the topological group of invertible matrices $GL(A)$. The first topological $K$-group is an abelian group.

By the second topological $K$-group of the unital Banach algebra $A$ we will understand the fundamental group of the invertible matrices over $A$, $GL(A)$. Thus, by definition

$$K_2^{top}(A) := \pi_1(GL(A))$$

The basepoint is the unit $1 \in GL(A)$. The group structure coincides with the pointwise product of loops. This makes the second topological $K$-group into an abelian group.

Each continuous unital algebra homomorphism $\varphi : A \to B$ induces a group homomorphism $\varphi_* : K_1^{top}(A) \to K_1^{top}(B)$ in a functorial way.

**Definition 2.4.** By the first algebraic $K$-group of the unital ring $R$ we will understand the quotient group

$$K_1(R) := GL(R)/E(R)$$

Here $E(R) \subseteq GL(R)$ denotes the subgroup of elementary matrices in $GL(R)$. To be precise, $E(R)$ is generated by the matrices $e_{ij}(r)$, with $1$ on the diagonal and $r \in R$ in position $(i,j)$.
with \( i \neq j \). This identifies with the smallest subgroup of \( GL(R) \) which contains all commutators. Note that \( E(R) \) is automatically normal in \( GL(R) \).

Each unital ring homomorphism \( \varphi : R \to S \) induces a group homomorphism \( \varphi_* : K_1(R) \to K_1(S) \) in a functorial way. The first algebraic \( K \)-group is clearly abelian.

We observe that the first algebraic \( K \)-group is defined for any unital ring \( R \) whereas the first topological \( K \)-group takes the topology of the unital Banach algebra \( A \) into account. Indeed, the topology is needed to define the path component of the identity in \( GL(A) \). We note that the first algebraic \( K \)-group and the first topological \( K \)-group are non-isomorphic in general. For example, \( K_1(\mathbb{C}) = \mathbb{C}^* \) and \( K_1^{\text{top}}(\mathbb{C}) = \{0\} \).

Let \( A \) be a unital Banach algebra. We have the following group homomorphisms between the \( K \)-groups:

1. The group of elementary matrices is a subgroup of the connected component of the identity, \( E(A) \subseteq GL_0(A) \), we therefore have a quotient map \( q : K_1(A) = GL(A)/E(A) \to GL(A)/GL_0(A) = K_1^{\text{top}}(A) \).
2. There is a group homomorphism \( \theta : K_1^{\text{rel}}(A) \to K_1(A) \) which on generators \( \sigma \in R(A)_1 \) is given by \( \theta(\sigma) = \sigma(1)^{-1} \). Note that \( \sigma(1)^{-1} \in E(A) \) whenever \( \sigma \in F(A)_1 \).
3. There is a group homomorphism \( \varphi : K_2^{\text{top}}(A) \to K_1^{\text{rel}}(A) \) which on generators \( \gamma : S^1 \to GL(A) \) is given by \( \varphi(\gamma(t)) = \gamma(e^{2\pi it}) \).

We leave it to the reader to check that these maps are well defined and that they are group homomorphisms. The relation between the \( K \)-groups can now be expressed by an exact sequence.

**Theorem 2.5.** For any unital Banach algebra \( A \) there is an exact sequence of abelian groups

\[
K_2^{\text{top}}(A) \xrightarrow{\varphi} K_1^{\text{rel}}(A) \xrightarrow{\theta} K_1(A) \xrightarrow{q} K_1^{\text{top}}(A) \longrightarrow 0
\]

**Proof.** The proof is similar to the proof of Theorem 2.9 and is therefore omitted. \( \square \)

### 2.2.1. The first relative \( K \)-groups of Banach algebras and their ideals

We will now introduce the relative \( K \)-theory of an ideal \( J \) sitting inside a Banach algebra \( A \). It will thus be relative in two ways. Firstly, it compares the topological and algebraic \( K \)-theory of the ideal inside the Banach algebra. Secondly, it compares the relative \( K \)-theory of the whole Banach algebra and the relative \( K \)-theory of the quotient algebra when this is defined. In order to treat the example of the Schatten ideals sitting inside the bounded operators we will need to work with non-closed ideals. This has the disadvantage that the quotient algebra \( A/J \) is not a Banach algebra. We will put some conditions on the pair \( (J, A) \) to get a sensible definition in this general situation.

Let \( A \) be a unital Banach algebra and let \( J \subseteq A \) be an ideal, satisfying the following conditions:

1. There is a norm, \( \| \cdot \|_J : J \to [0, \infty) \), which makes the ideal \( J \) into a Banach algebra.
2. For each \( j \in J \) and \( x, y \in A \) we have the inequality \( \| xjy \|_J \leq \| x \|_A \| j \|_J \| y \|_A \). Here \( \| \cdot \|_A : A \to [0, \infty) \) denotes the norm on \( A \).
3. For each \( j \in J \) we have the inequality \( \| j \|_A \leq \| j \|_J \).
These properties are also satisfied when we pass to the matrix Banach algebras. Notice that we do not require the ideal \( J \) to be closed in \( A \). However, if the ideal is closed, the pair \((J, \mathbb{A})\) certainly satisfies the above conditions.

Let \( J^+ = J \oplus \mathbb{C} \) denote the unitalization of \( J \). We let \( GL(J) \subseteq GL(J^+) \) denote the subgroup of invertible matrices over \( J^+ \) given by

\[
g \in GL(J) \iff (g \in GL(J^+) \text{ and } g - 1 \in M_\infty(J))
\]

Here \( M_\infty(J) \) denotes the normed inductive limit of the matrices over \( J \). The group \( GL(J) \) becomes a topological group when given the topology induced by the metric \( d(g, h) = \| g - h \|_{M_\infty(J)} \).

Now, let \( R(J)_1 \) denote the group of continuous maps \( \sigma : [0, 1] \to GL(J) \) with \( \sigma(0) = 1 \). The group structure is given by the pointwise product. As in section 2.2 we will say that two elements \( \sigma, \tau \in R(J)_1 \) are equivalent if there is a continuous map \( H : [0, 1] \times [0, 1] \to GL(J) \) such that

\[
H(0, t) = \sigma(t) \quad H(1, t) = \tau(t) \quad H(s, 0) = 1
\]

This determines an equivalence relation on \( R(J)_1 \) which we call homotopy with fixed endpoints, it is denoted by \( \sim \). We let \( F(J, A)_1 \) denote the smallest subgroup of \( R(J)_1 \) such that

\[
\sigma \tau \sigma^{-1} \tau^{-1} \in F(J, A)_1 \quad \text{for all } \sigma \in R(A)_1 \text{ and } \tau \in R(J)_1
\]

The notation \( (F(J, A)_1/\sim) \subseteq R(J)_1/\sim \) will then refer to the image of \( F(J, A)_1 \) under the quotient map. Note that \( F(J, A)_1 \) is automatically normal in both \( R(A)_1 \) and \( R(J)_1 \).

**Definition 2.6.** By the first relative \( K \)-group of the pair \((J, A)\) we will understand the quotient group

\[
K^rel_1(J, A) := (R(J)_1/\sim)/(F(J, A)_1/\sim)
\]

Each continuous unital algebra homomorphism \( \varphi : A \to B \) which restricts to a continuous algebra homomorphism \( \varphi : J \to 1 \) induces a group homomorphism \( \varphi_* : K^rel_1(J, A) \to K^rel_1(I, B) \) in a functorial way. The first relative \( K \)-group of the pair \((J, A)\) is clearly and abelian group.

Note that the above definition depends on the enveloping Banach algebra \( A \). We can not expect these relative relative \( K \)-groups to satisfy excision.

As above we would like to relate the different \( K \)-groups arising from the pair \((J, A)\). Let us recall the relevant definitions.

**Definition 2.7.** By the first topological \( K \)-group of the ideal \( J \subseteq A \) we will understand the quotient group

\[
K^{top}_1(J) = GL(J)/GL_0(J)
\]

Here \( GL_0(J) \) denotes the path component of the identity in \( GL(J) \). The first topological \( K \)-group of the ideal is an abelian group.

By the second topological \( K \)-group of the ideal \( J \subseteq A \) we will understand the fundamental group of the invertible matrices \( GL(J) \), thus

\[
K^{top}_2(J) = \pi_1(GL(J))
\]
The basepoint is given by the identity in $1 \in GL(J)$. The group structure coincides with the pointwise product. This makes the second topological $K$-group of the ideal into an abelian group. Each continuous algebra homomorphism $\varphi : J \to I$ induces a group homomorphism $\varphi_* : K_{\text{top}}^1(J) \to K_{\text{top}}^1(I)$ in a functorial way.

Note that the definition of topological $K$-theory is independent of the unital Banach algebra $A$. This is due to the excision property of the topological $K$-groups, [1, Theorem 5.4.2].

**Definition 2.8.** By the first relative algebraic $K$-group of an ideal $I$ in a unital ring $R$ we will understand the quotient group

$$K_1(I, R) = GL(I)/[GL(R), GL(I)]$$

Here $[GL(R), GL(I)]$ denotes the smallest subgroup of $GL(R)$ such that

$$ghg^{-1}h^{-1} \in [GL(R), GL(I)]$$

whenever $g \in GL(R)$ and $h \in GL(I)$

The group $[GL(R), GL(I)]$ is automatically normal in $GL(R)$.

Clearly, the first relative algebraic $K$-group is an abelian group. Each unital ring homomorphism $\varphi : R \to S$ which restricts to a ring homomorphism $\varphi : I \to J$ induces a group homomorphism $\varphi_* : K_1(I, R) \to K_1(J, S)$ in a functorial way.

Note that the definition of the relative algebraic $K$-theory depends on the enveloping unital ring $R$. The algebraic $K$-groups do not satisfy excision in general.

We can now express the relations between the relative $K$-groups of the pair $(J, A)$ by an exact sequence:

**Theorem 2.9.** Let $A$ be a unital Banach algebra. For any ideal $J \subseteq A$ which satisfies the conditions (1), (2) and (3) there is an exact sequence of abelian groups

$$K_{\text{top}}^2(J) \xrightarrow{\partial} K_{\text{top}}^1(J, A) \xrightarrow{\theta} K_1(J, A) \xrightarrow{\eta} K_{\text{top}}^1(J) \xrightarrow{\nu} 0$$

The definition of the group homomorphisms is analogous to the non-relative case detailed out in section 2.2.

**Proof.** We will only prove exactness at $K_{\text{top}}^1(J, A)$. Clearly $\theta \circ \partial = 0$. Thus, suppose that $\theta[\sigma] = 0$ for some $\sigma \in R(J)_1$. This means that $\sigma(1)^{-1} \in [GL(A), GL(J)]$. By a standard $K$-theoretic argument we may assume that

$$\sigma(1)^{-1} = \prod_{i=1}^n (g_i h_i g_i^{-1} h_i^{-1})$$

with $g_i \in GL_0(A)$ and $h_i \in GL_0(J)$. We can therefore choose elements $\gamma_i \in R(A)_1$ and $\tau_i \in R(J)_1$ such that

$$\gamma_i(1) = g_i \quad \text{and} \quad \tau_i(1) = h_i$$

We define the element $\beta \in F(J, A)_1$ by the product

$$\beta = \prod_{i=1}^n (\gamma_i \tau_i \gamma_i^{-1} \tau_i^{-1})$$
It follows that \([\sigma] = [\sigma \cdot \beta]\) in \(K^\text{rel}_1(J, A)\) and that \((\sigma\beta)(1) = 1\). This proves the Theorem. \(\square\)

As stated in the beginning of this section, the first relative \(K\)-group also compares the relative \(K\)-theory of the whole Banach algebra and the relative \(K\)-theory of the quotient Banach algebra when this is defined. This statement is clarified by the next Theorem.

**Theorem 2.10.** Let \(J \subseteq A\) be a closed ideal in a unital Banach algebra \(A\). Suppose that there exists a continuous linear map \(s : A/J \to A\) such that \(q \circ s = \text{Id}_{A/J}\). Here \(q : A \to A/J\) denotes the quotient map. We then have an exact sequence of abelian groups

\[
\begin{array}{cccccc}
K^\text{rel}_1(J, A) & \xrightarrow{i_*} & K^\text{rel}_1(A) & \xrightarrow{q_*} & K^\text{rel}_1(A/J) & \xrightarrow{} & 0
\end{array}
\]

The group homomorphisms are induced by the inclusion \(i : J \to A\) and the quotient map \(q : A \to A/J\).

**Proof.** We will only prove exactness at \(K^\text{rel}_1(A)\). Clearly, the composition \(q_* \circ i_* = 0\). Thus, suppose that \(q_*[\sigma] = 0\) for some \(\sigma \in R(A)_1\). We thus have a homotopy \(H : [0, 1] \times [0, 1] \to GL(A/J)\) with fixed endpoints between \(q \circ \sigma\) and some commutator \(\tau \in F(A/J)_1\). The existence of the continuous linear section \(s : A/J \to A\) together with [1, Corollary 3.4.4] ensure us that we can find a homotopy with fixed endpoints \(\tilde{H} : [0, 1] \times [0, 1] \to GL(A)\) such that

\[q \circ \tilde{H} = H \quad \text{and} \quad \tilde{H}(t, 0) = \sigma(t) \quad \text{for all} \quad t \in [0, 1]\]

By a similar argument we can find a lift of the commutator \(\tau \in F(A/J)_1\) to a commutator \(\tilde{\tau} \in F(A)_1\). In particular, we can represent the class \([\sigma] \in K^\text{rel}_1(A)\) by the continuous map

\[t \mapsto \tilde{H}(t, 1) \cdot \tilde{\tau}^{-1}(t)\]

The proof ends by noticing that

\[q(\tilde{H}(t, 1) \cdot \tilde{\tau}^{-1}(t)) = 1 \quad \text{for all} \quad t \in [0, 1]\]

\(\square\)

2.3. **The first relative Chern character of an ideal in a Banach algebra.** We will consider the setup of an ideal \(J\) in a unital Banach algebra \(A\). The pair \((J, A)\) is assumed to satisfy the conditions of section 2.2.1, (1), (2) and (3). We will then construct the first relative Chern character. It is going to be a homomorphism of degree minus one

\[\text{ch}^\text{rel}_1 : K^\text{rel}_1(J, A) \to HC_0(J, A)\]

from relative \(K\)-theory to relative continuous cyclic homology. In the case where \(J = \mathcal{L}^1(H) \subseteq A = \mathcal{L}(H)\) this will be an essential ingredient in our \(K\)-theoretic definition of the Fredholm determinant. In fact, as we shall see, the relative Chern character will behave as a logarithm and it will help us define the "trace part" of the Fredholm determinant.

The relative Chern character was originally introduced on relative \(K\)-theory by M. Karoubi, [20]. The formula which we use was found by A. Connes and M. Karoubi in [9]. One should also notice the work by U. Tillmann, [35]. However, all results are limited to the non-relative case.
For any two Banach algebras $A$ and $B$ we let $A \otimes_\pi B$ denote the projective tensor product of $A$ and $B$. Now, let $J \subseteq A$ be an ideal which satisfies the conditions of section 2.2.1, (1), (2) and (3). We will then define a norm
\[
\| \cdot \|_{(J,A)} : J \otimes_\mathbb{C} A + A \otimes_\mathbb{C} J \to [0, \infty)
\]
on the vector space $J \otimes_\mathbb{C} A + A \otimes_\mathbb{C} J$. Namely, we let
\[
\|x\|_{(J,A)} := \inf \left\{ \sum_{i=1}^n (\|s_i\| J \cdot \|a_i\| A + \|b_i\| A \cdot \|t_i\| J \mid x = \sum_{i=1}^n (s_i \otimes a_i + b_i \otimes t_i) \right\}
\]
We let $J \otimes_\pi A + A \otimes_\pi J$ denote the corresponding completion of $J \otimes_\mathbb{C} A + A \otimes_\mathbb{C} J$. Note that the product determines a continuous map
\[
m : J \otimes_\pi A + A \otimes_\pi J \to J \quad m(s \otimes a + b \otimes t) = sa + bt
\]
We are now ready to make the appropriate definitions.

**Definition 2.11.** By the zeroth relative continuous cyclic homology group of the pair $(J,A)$ we will understand the quotient space
\[
HC_0(J, A) = J/\text{Im}(b)
\]
Here $b : J \otimes_\pi A + A \otimes_\pi J \to J$ extends from the Hochschild boundary
\[
b : s \otimes a + b \otimes t \mapsto sa - as + bt - tb
\]
Note that the topological vector space $HC_0(J, A)$ is non-Hausdorff in general. That is, the image of the Hochschild boundary is not necessarily closed in $J$.

**Definition 2.12.** By the first relative Chern character of the pair $(J,A)$ we will understand the homomorphism
\[
\text{ch}^\text{rel} : K^1_1(J, A) = (R(J)_1 / \sim)/(F(J, A)_1 / \sim) \to HC_0(J, A) = J/\text{Im}(b)
\]
which is induced by the application
\[
\text{ch}^\text{rel} : R(J)_1 \to J \quad \sigma \mapsto \text{TR}(\int_0^1 \frac{d\sigma}{dt} \cdot \sigma^{-1} dt)
\]
Here TR : $M_\infty(J) \to J$ is the generalized trace given by the sum over the diagonal.

The next lemmas will certify that the application in (17) yields a well defined homomorphism on the first relative $K$-group of the pair $(J, A)$. We will however bypass at least one technical subtlety: The definitions in Section 2.2 only concern continuous maps. None the less the above definition uses derivatives. This is by no means a problem. We can always assume that our classes are represented by smooth maps and that our homotopies are likewise smooth. The reader who is still feeling uncomfortable about this should consult the result [17, Lemma 3.2] which is to be found at the end of the thesis.

**Lemma 2.13.** Let $\gamma_0, \gamma_1 : [0, 1] \to GL(J)$ be two smooth maps. Suppose that there exists a smooth homotopy with fixed endpoints between $\gamma_0$ and $\gamma_1$. Then the difference $\text{ch}^\text{rel}(\gamma_1) - \text{ch}^\text{rel}(\gamma_0) \in \text{Im}(b)$ is contained in the image of $b : J \otimes_\pi A + A \otimes_\pi J \to J$. In particular we get a well defined map
\[
\text{ch}^\text{rel} : (R(J)_1 / \sim) \to HC_0(J, A)
\]
Proof. To ease the exposition we will suppose that $\gamma_0, \gamma_1 : [0, 1] \to GL_1(J)$ are smooth maps with values in $GL_1(J)$. Likewise we will assume that the smooth homotopy with fixed endpoints $H : [0, 1] \times [0, 1] \to GL_1(J)$ takes values in $GL_1(J)$. Now, we let $L(H) \in J \otimes_\pi A + A \otimes_\pi J$ be given by the formula
\[
L(H) = - \int_0^1 \int_0^1 \frac{\partial H}{\partial t} \cdot H^{-1} \otimes \frac{\partial H}{\partial s} \cdot H^{-1} \, dt \, ds
\]
We claim that $b(L(H)) = \CH^\text{rel}(\gamma_1) - \CH^\text{rel}(\gamma_0)$.

Since $b : A \otimes_\pi J + J \otimes_\pi A \to J$ is continuous and linear we have
\[
b(L(H)) = - \int_0^1 \int_0^1 \left[ \frac{\partial H}{\partial t} \cdot H^{-1}, \frac{\partial H}{\partial s} \cdot H^{-1} \right] \, dt \, ds
\]
Then, using some properties of the partial differential operators $\frac{\partial}{\partial t}$ and $\frac{\partial}{\partial s}$ we get that
\[
\frac{\partial}{\partial t} \left( \frac{\partial H}{\partial s} \cdot H^{-1} \right) - \frac{\partial}{\partial s} \left( \frac{\partial H}{\partial t} \cdot H^{-1} \right) = \left[ \frac{\partial H}{\partial t} \cdot H^{-1}, \frac{\partial H}{\partial s} \cdot H^{-1} \right]
\]
The fundamental theorem of analysis then allows us to conclude that
\[
b(L(H)) = \int_0^1 \left( \frac{\partial H}{\partial t} \cdot H^{-1} \right)(t, 1) \, dt - \int_0^1 \left( \frac{\partial H}{\partial t} \cdot H^{-1} \right)(t, 0) \, dt
\]
\[
- \int_0^1 \left( \frac{\partial H}{\partial s} \cdot H^{-1} \right)(1, s) \, ds + \int_0^1 \left( \frac{\partial H}{\partial s} \cdot H^{-1} \right)(0, s) \, ds
\]
By the assumptions on $H$ this implies the identity
\[
b(L(H)) = \int_0^1 \frac{d\gamma_1}{dt} \cdot \gamma_1^{-1} \, dt - \int_0^1 \frac{d\gamma_0}{dt} \cdot \gamma_0^{-1} \, dt
\]
But this is the desired result. \hfill \Box

Lemma 2.14. The relative Chern character of Definition 2.12 is a well defined homomorphism.

Proof. We will start by proving that $\CH^\text{rel} : (R(J)_1/ \sim ) \to HC_0(J, A)$ is a homomorphism. Thus, let $\gamma_0 : [0, 1] \to GL(J)$ and $\gamma_1 : [0, 1] \to GL(J)$ be two smooth maps with vanishing derivatives at 0 and 1 and with $\gamma_0(0) = \gamma_1(0) = 1$. Let $\gamma_0 \ast \gamma_1 : [0, 1] \to GL(J)$ be the smooth map which is given by
\[
(\gamma_0 \ast \gamma_1)(t) = \begin{cases} 
\gamma_0(2t) & \text{for } t \in [0, 1/2] \\
\gamma_0(1) \gamma_1(2t - 1) & \text{for } t \in [1/2, 1]
\end{cases}
\]
We can then construct a smooth homotopy with fixed endpoints between the pointwise product $\gamma_0 \gamma_1 : [0, 1] \to GL(J)$ and the composition product $\gamma_0 \ast \gamma_1 : [0, 1] \to GL(J)$. It follows that
\[
\CH^\text{rel}(\gamma_0 \gamma_1) = \CH^\text{rel}(\gamma_0 \ast \gamma_1)
\]
by an application of Lemma 2.13. However, it is not hard to check that
\[
\CH^\text{rel}(\gamma_0 \ast \gamma_1) = \CH^\text{rel}(\gamma_0) + \CH^\text{rel}(\gamma_1)
\]
This proves that the relative Chern character is a homomorphism.
Now, let $\sigma \in R(A)$ and let $\tau \in R(J)$. We can then construct a smooth homotopy with fixed endpoints between the elements $\sigma \tau \sigma^{-1} \in R(J)$ and $\sigma(1) \tau \sigma(1)^{-1} \in R(J)$. It follows that
\[ \text{ch}^\text{rel}(\sigma \tau \sigma^{-1}) = \text{ch}^\text{rel}((\sigma(1) \tau \sigma(1)^{-1}) \]
by an application of Lemma 2.13. Furthermore, we clearly have
\[ b(\sigma(1) \text{ch}^\text{rel}(\tau) \otimes \sigma^{-1}(1)) = \text{ch}^\text{rel}(\sigma(1) \tau \sigma(1)^{-1}) - \text{ch}^\text{rel}(\tau) \]
We can thus conclude that $\text{ch}^\text{rel}(\sigma \tau \sigma^{-1}) = \text{ch}^\text{rel}(\tau)$. It now follows easily that $\text{ch}^\text{rel}(\beta) = 0$ for each $\beta \in F(J, A) / \sim$. This proves the desired result. \qed

**Remark 2.15.** In the case of a unital Banach algebra $A$, the relative Chern character is given by the same formula. Indeed, we have
\[ \text{ch}^\text{rel} : K^\text{rel}_1(A) \to HC_0(A) \quad \text{ch}^\text{rel}(\sigma) = \text{Tr}(\int_0^1 \frac{d\sigma}{dt} \cdot \sigma^{-1} dt) \]
We will not consider this homomorphism in detail at this place, however, we shall find occasion to introduce it in a more general fashion in Section 6.1.

**2.4. A $K$-theoretical definition of the Fredholm determinant.** At this point we have introduced a sufficient amount of general structure to give our $K$-theoretic definition of the Fredholm determinant. We will see that the main properties of the determinant function will follow immediately from the corresponding properties of the $K$-groups. This is of course an advantage. However, as we shall see later, the main concern of this thesis is to find a concrete higher dimensional analogue of the Fredholm determinant. We therefore hope that the reader will notice one important thing: The Fredholm determinant is defined by means of an additive character of a lift in relative $K$-theory. We will interpret the Fredholm determinant as a multiplicative analogue of this additive character. Instead of trying to generalize the Fredholm determinant directly, one might try to find a generalization via a generalized additive character. In some cases this turns out to be possible. But how does one find a concrete formula for such a map? We will leave this question open for a while and continue the exposition.

Let us consider the case where $A = \mathcal{L}(H)$ is the unital Banach algebra of operators on a separable Hilbert space and $J = \mathcal{L}^1(H) \subseteq A = \mathcal{L}(H)$ is the operators of trace class. By the considerations in section 2.1 this ideal satisfies the conditions in section 2.2.1 (1), (2) and (3). Furthermore, recall that the operator trace $\text{Tr} : \mathcal{L}^1(H) \to \mathbb{C}$ is continuous and linear and satisfies the tracial property $\text{Tr}(TS) = \text{Tr}(ST)$ whenever $TS \in \mathcal{L}^1(H)$. In particular the composition
\[ \text{Tr} \circ b : \mathcal{L}^1(H) \otimes_\pi \mathcal{L}(H) + \mathcal{L}(H) \otimes_\pi \mathcal{L}^1(H) \to \mathbb{C} \]
vanishes identically. It follows that the operator trace descends to a homomorphism
\[ \text{Tr} : HC_0(\mathcal{L}^1(H), \mathcal{L}(H)) \to \mathbb{C} \quad \text{Tr}[T] = \text{Tr}(T) \]
on the zeroth continuous cyclic homology of the ideal $\mathcal{L}^1(H) \subseteq \mathcal{L}(H).

**Definition 2.16.** By the additive character on the first relative $K$-group $K^\text{rel}_1(\mathcal{L}^1(H), \mathcal{L}(H))$ we will understand the homomorphism given by the composition
\[ \tau := (-\text{Tr}) \circ \text{ch}^\text{rel} : K^\text{rel}_1(\mathcal{L}^1(H), \mathcal{L}(H)) \to \mathbb{C} \]
of the relative Chern character and minus the operator trace on the zeroth continuous cyclic homology of the ideal $\mathcal{L}^1(H) \subseteq \mathcal{L}(H)$.  

As mentioned above, this is the main ingredient in our definition of the Fredholm determinant. To continue we recall some results on the topological $K$-theory of the Banach algebra $\mathcal{L}^1(H)$.

**Theorem 2.17.** We have the following isomorphisms in topological $K$-theory

\[ K_1^{\text{top}}(\mathcal{L}^1(H)) \cong \{0\} \quad K_2^{\text{top}}(\mathcal{L}^1(H)) \cong \mathbb{Z} \]

The isomorphism $\mathbb{Z} \to K_2^{\text{top}}(\mathcal{L}^1(H))$ is given by

\[ n \mapsto \begin{cases} 
    z \mapsto z p_n + 1 - p_n & \text{for } n \geq 0 \\
    z \mapsto z^{-1} p_n + 1 - p_n & \text{for } n < 0 
\end{cases} \]

Here, for each $n \in \mathbb{Z}$, the element $p_n \in \mathcal{L}^1(H)$ is a (finite rank) projection with trace $\text{Tr}(p_n) = |n|$. This isomorphism uses Bott-periodicity in topological $K$-theory. See for example [21, III Theorem 1.11]

**Lemma 2.18.** We have the following commutative diagram of abelian groups

\[ K_2^{\text{top}}(\mathcal{L}^1(H)) \xrightarrow{\partial} K_1^{\text{rel}}(\mathcal{L}^1(H), \mathcal{L}(H)) \]

with boundary map $\partial$ defined in section 2.2.1.

**Proof.** Let $n \in \mathbb{N}$ and let $p_n \in \mathcal{L}^1(H)$ be a projection with $\text{Tr}(p_n) = n$. We need to check that

\[ \tau(t \mapsto p_n e^{2\pi it} + 1 - p_n) = -2\pi i \cdot n \]

However, by definition of the additive character we have

\[ \tau(t \mapsto p_n e^{2\pi it} + 1 - p_n) = -\text{Tr} \left( \int_0^1 p_n \frac{d(e^{2\pi it})}{dt} e^{2\pi it} dt \right) = -\text{Tr}(p_n) 2\pi i \]

This proves the desired result. \qed

Combining this result with the exact sequence of Theorem 2.9 and the calculation of the topological $K$-group $K_1^{\text{top}}(\mathcal{L}^1(H)) \cong \{0\}$ we get the following commutative diagram of abelian groups

\[
\begin{array}{cccccc}
0 & \longrightarrow & K_2^{\text{top}}(\mathcal{L}^1(H)) & \longrightarrow & K_1^{\text{rel}}(\mathcal{L}^1(H), \mathcal{L}(H)) & \longrightarrow & K_1(\mathcal{L}^1(H), \mathcal{L}(H)) & \longrightarrow & 0 \\
\downarrow \cong & & \downarrow \tau & & \downarrow \tau & & \\
\mathbb{Z} & & \xrightarrow{-2\pi i} & & \mathbb{C} & & \\
\end{array}
\]

The top row is a short exact sequence. We can thus make the following definition:

**Definition 2.19.** By the Fredholm determinant we will understand the group homomorphism

\[ \det : K_1(\mathcal{L}^1(H), \mathcal{L}(H)) \to \mathbb{C}/(2\pi i)\mathbb{Z} \cong \mathbb{C}^* \]

induced by the above commutative diagram. To be precise, for any $[x] \in K_1(\mathcal{L}^1(H), \mathcal{L}(H))$ we let

\[ \det([x]) = (\exp \circ \tau)[\sigma] \]

where $\sigma \in R(\mathcal{L}^1(H))_1$ is any element with $\theta([\sigma]) = [x]$. 
As promised, we obtain the main properties of the Fredholm determinant as easy consequences of this definition.

**Corollary 2.20.** For each \( g, h \in GL(\mathcal{L}^1(H)) \) and each \( X \in GL(\mathcal{L}(H)) \) we have
\[
\det([gh]) = \det([g])\det([h]) \quad \text{and} \quad \det([XgX^{-1}]) = \det([g])
\]
For each \( T \in \mathcal{L}^1(H) \) we have
\[
\det([e^T]) = e^{\text{Tr}(T)}
\]
In particular our definition of the Fredholm determinant agrees with the usual definition. See for example [39, 8, Corollary 2].

**Proof.** Let us prove that \( \det([e^T]) = e^{\text{Tr}(T)} \) for each \( T \in \mathcal{L}^1(H) \). We let \( \gamma(t) = e^{-tT} \) for all \( t \in [0, 1] \). It follows that \( \gamma \in R(\mathcal{L}^1(H))_1 \) determines a class in the first relative \( K \)-group. Furthermore, we clearly have
\[
\theta([\gamma]) = [\gamma(1)^{-1}] = [e^T]
\]
By definition of the Fredholm determinant we thus get that
\[
\det([e^T]) = \exp(\tau[\gamma])
\]
The following calculation then proves the desired result
\[
\tau[\gamma] = -\text{Tr}\left( \int_0^1 \frac{d(e^{-tT})}{dt} e^{tT} dt \right) = \text{Tr}(T)
\]
\( \square \)

**Corollary 2.21.** Let \( g \in GL(\mathcal{L}^1(H)) \) then the Fredholm determinant of \( g \) can be calculated using the following formula
\[
\det(g) = (\exp \circ \text{Tr})(-\int_0^1 \frac{d\gamma}{dt} \cdot \gamma^{-1} dt)
\]
where \( \gamma : [0, 1] \to GL(\mathcal{L}^1(H)) \) is any smooth map with \( \gamma(1)^{-1} = g \) and \( \gamma(0) = 1 \).

3. **Determinants and traces of multiplicative and additive commutators**

Let \( A, B \in \mathcal{L}(H) \) be two operators and suppose that their additive commutator \([A, B] \in \mathcal{L}^1(H)\) is of trace class. We will refer to this data as an almost commuting pair of operators. Note that we do not assume our operators to be selfadjoint. Now, applying the exponential function to \( A \) and \( B \) we get two invertible elements \( e^A, e^B \in \mathcal{L}(H)^* \). The multiplicative commutator
\[
e^A e^B e^{-A} e^{-B} \in GL_1(\mathcal{L}^1(H))
\]
of these invertibles is then of determinant class. It is well known that the Fredholm determinant of this element can be expressed by the operator trace of an additive commutator, that is
\[
\text{det}(e^A e^B e^{-A} e^{-B}) = e^{\text{Tr}([A, B])}
\]
A possible proof runs by the Campbell-Baker-Hausdorff formula, see for example [2, §3. Lemma 2 and 3]. In this section we will give a new \( K \)-theoretic proof of this identity. The techniques which we apply are related to the material in the articles at the end of the thesis. In fact, we are going to see that the determinant of a multiplicative commutator is the value of an invariant of
the second algebraic $K$-group. The relevant element in algebraic $K$-theory is an example of a Steinberg symbol. This result was first discovered by L. G. Brown in [3]. Furthermore, we shall see that the trace of a commutator is the value of an invariant of the second relative $K$-group. The relevant element in relative $K$-theory is an example of a relative Steinberg symbol. The desired identity will then follow from a general comparison result which expresses the relation between these two invariants. The proof which we are going to present of the identity (18) is by no means easier than the usual proofs. However, it places this formula in a framework which is of far greater generality.

3.1. Noncommutative and commutative $C^2$-functions in two variables. Let $A, B \in \mathcal{L}(H)$ be an almost commuting pair of operators, thus, the additive commutator $[A, B] \in \mathcal{L}^1(H)$ is of trace class. We would like to extract information out of the commutativity of the operators in the Calkin algebra, $\mathcal{L}(H)/\mathcal{L}^1(H)$, versus their noncommutativity in the algebra of bounded operators, $\mathcal{L}(H)$. Our proof of the identity (18) will rely on the different $K$-theories associated to a unital Banach algebra. We therefore immediately face a technical problem: The trace ideal is not closed in the operator norm, so the quotient, $\mathcal{L}(H)/\mathcal{L}^1(H)$, is not a Banach algebra. In this section we will therefore set up a formal framework which encaptures the required information, namely the difference between commutativity and noncommutativity of two variables.

Let us consider two unital $\mathbb{C}$-algebras $\mathbb{C}\langle X,Y \rangle$ and $\mathbb{C}[x,y]$. The first one consists of noncommutative polynomials in the formal variables $X$ and $Y$ with coefficients in $\mathbb{C}$. The second one consists of commutative polynomials in the formal variables $x$ and $y$ with coefficients in $\mathbb{C}$.

Let us think of the variables $x, y, X, Y$ as having radius $r > 0$. We can then equip the $\mathbb{C}$-algebra $\mathbb{C}[x,y]$ with a $C^2$-norm

$$||\cdot||_{2,r} : \mathbb{C}[x,y] \to [0, \infty)$$

given on monomials by

$$||\lambda_{n,m}x^ny^m||_{2,r} = |\lambda_{n,m}|(r^{n+m} + (n + m)r^{n+m-1} + (n + m)(n + m - 1)r^{n+m-2})$$

We extend this linearly to the whole $\mathbb{C}$-algebra. We denote the completion by $C^2_r[x,y]$. It is the unital Banach algebra of formal commutative $C^2$-functions in the variables $x$ and $y$ of radius $r > 0$.

For each $k \in \mathbb{N}_0$ we define the index set $N_k = \mathbb{N}_0 \times \underbrace{\mathbb{N} \times \ldots \times \mathbb{N}}_{k}$. We can then associate a noncommutative monomial in $\mathbb{C}\langle X,Y \rangle$ to each $\alpha \in N_k$, namely

$$(X,Y)^{\alpha} = \left\{ \begin{array}{ll}
x^0y^{n_1}x^{n_2} \ldots y^{n_{2m-1}}x^{n_{2m}} & \text{for } k = 2m \\
x^0y^{n_1}x^{n_2} \ldots y^{n_{2m-3}}x^{n_{2m-2}}y^{n_{2m-1}} & \text{for } k = 2m - 1 \end{array} \right.$$}

These monomials generate $\mathbb{C}\langle X,Y \rangle$ as a vector space over $\mathbb{C}$. By the degree of $\alpha \in N_k$, we will understand the sum $|\alpha| = \sum_{j=0}^{k} n_k$. We can then equip the $\mathbb{C}$-algebra $\mathbb{C}\langle X,Y \rangle$ with a $C^2$-norm

$$||\cdot||_{2,r} : \mathbb{C}\langle X,Y \rangle \to [0, \infty)$$

On monomials it is given by the formula

$$||\lambda_{\alpha}(X,Y)^{\alpha}||_{2,r} = |\lambda_{\alpha}|(r^{|\alpha|} + |\alpha|r^{|\alpha|-1} + |\alpha|(|\alpha|-1)r^{|\alpha|-2})$$
We extend this linearly to the whole $\mathbb{C}$-algebra. The completion will be denoted by $C_r^2(X, Y)$. It is the unital Banach algebra of formal noncommutative $C^2$-functions in the variables $X$ and $Y$ of radius $R > 0$.

**Lemma 3.1.** There is a short exact sequence of Banach algebra

$$0 \longrightarrow J_r \overset{i}\longrightarrow C_r^2(X, Y) \overset{q}\longrightarrow C_r^2[x, y] \longrightarrow 0$$

Here the homomorphism of unital Banach algebras $q : C_r^2(X, Y) \to C_r^2[x, y]$ is given by $X \mapsto x$ and $Y \mapsto y$. The ideal $J_r$ is the smallest closed ideal in $C_r^2(X, Y)$ which contains the additive commutator $[X, Y] \in C_r^2(X, Y)$. The short exact sequence (3.1) has a continuous linear section

$$s : \lambda_{n,m}x^ny^m \mapsto \lambda_{n,m}X^nY^m$$

**Proof.** We leave the proof to the reader. \[\square\]

Now, let us consider two almost commuting operators $A, B \in \mathcal{L}(H)$. We can assume that their operator norm is dominated by some constant $r > 0$, thus $\|A\|_{\infty}, \|B\|_{\infty} \leq r$. We therefore have a continuous unital algebra homomorphism

$$\pi^{A,B} : C_r^2(X, Y) \to \mathcal{L}(H) \quad \pi^{A,B}(X) = A \quad \pi^{A,B}(Y) = B$$

We want to study the behaviour of the restriction of the representation $\pi^{A,B}$ to the ideal $J_r$. To do so we will need the following lemma.

**Lemma 3.2.** For each index $\alpha = (n_0, n_1, \ldots, n_k) \in \mathbb{N}_k$ we have the inequality

$$\|(A, B)^\alpha - A^{[\alpha_X]}B^{[\alpha_Y]}\|_1 \leq |\alpha_X||\alpha_Y| \cdot \|[A, B]\|_1r^{|\alpha| - 2}$$

Here $|\alpha_X| \in \mathbb{N}_0$ denotes the $X$-degree and $|\alpha_Y| \in \mathbb{N}_0$ denotes the $Y$-degree of $\alpha \in \mathbb{N}_k$.

**Proof.** For simplicity we will assume that $k = 2m$ is even. We then have

$$\|(A, B)^\alpha - A^{[\alpha_X]}B^{[\alpha_Y]}\|_1$$

$$= \|\sum_{i=1}^{m} (A, B)^{(n_0, \ldots, n_{2i-2})} [B^{n_{2i-1}}, A^{\sum_{j=i}^{m} n_{2j}}] B^{\sum_{j=i+1}^{m} n_{2j-1}}\|_1$$

$$\leq \sum_{i=1}^{m} \|[B^{n_{2i-1}}, A^{\sum_{j=i}^{m} n_{2j}}]\|_1r^{\sum_{j=0}^{2i-2} n_j + \sum_{j=i+1}^{m} n_{2j-1}}$$

$$\leq \sum_{i=1}^{m} n_{2i-1}(\sum_{j=i}^{m} n_{2j})\|[A, B]\|_1r^{|\alpha| - 2}$$

$$\leq |\alpha_X||\alpha_Y| \cdot \|[A, B]\|_1r^{|\alpha| - 2}$$

This is the desired inequality. \[\square\]

The above lemma certifies that the $C^2$-norm on $J_r$ controls the 1-norm on $\mathcal{L}^1(H)$. We will make this statement explicit in the next lemma.
Lemma 3.3. The restriction of the representation $\pi^{A,B} : C^2_r(X,Y) \to \mathcal{L}(H)$ to the closed ideal $J_r$ factorizes through the operators of trace class. The norm of the restriction $\pi^{A,B} : J_r \to \mathcal{L}^1(H)$ is dominated by the 1-norm of the commutator, $\|\pi^{A,B}\| \leq \|[A,B]\|_1$.

Proof. Let $J_{\text{alg}}$ denote the kernel of the algebraic quotient map $q : \mathbb{C}(X,Y) \to \mathbb{C}[x,y]$. The existence of the continuous linear section $s : \mathbb{C}[x,y] \to \mathbb{C}(X,Y)$ ensures that the kernel of $q : C^2_r(X,Y) \to C^2_r[x,y]$ is the closure of $J_{\text{alg}}$ in $C^2_r(X,Y)$. Since the commutator $[A,B] \in \mathcal{L}^1(H)$ is of trace class, the restriction $\pi^{A,B} : J_{\text{alg}} \to \mathcal{L}(H)$ takes values in the trace ideal $\mathcal{L}^1(H)$. Therefore we will only need to show that $\pi^{A,B} : J_{\text{alg}} \to \mathcal{L}^1(H)$ is continuous.

Let $(n, m) \in \mathbb{N}_0 \times \mathbb{N}_0$ be fixed. We will consider a noncommutative polynomial

$$p = \sum_{\alpha \in N_{n,m}} \lambda_{\alpha}(X,Y)^{\alpha} \in \mathbb{C}(X,Y)$$

with $\sum_{\alpha \in N_{n,m}} \lambda_{\alpha} = 0$. Here $N_{n,m}$ denotes the set of indices $\alpha$ with $X$-degree and $Y$-degree equal to $n$ and $m$ respectively. Polynomials of the above type generates $J_{\text{alg}}$ as a vectorspace. Now, by the assumption on $p \in J_{\text{alg}}$ we have

$$\|\pi^{A,B}(p)\|_1 = \|\pi^{A,B}(p) - \sum_{\alpha \in N_{n,m}} \lambda_{\alpha} A^{[\alpha]} B^{[\alpha]}\|_1$$

By Lemma 3.2 we then get that

$$\|\pi^{A,B}(p)\|_1 \leq \sum_{\alpha \in N_{n,m}} |\lambda_{\alpha}| |\alpha_X||\alpha_Y| \cdot \|[A,B]\|_1 r^{[\alpha]-2} \leq \|p\|_2, ||[A,B]\|_1$$

This proves the desired result. \qed

3.2. The determinant invariant and determinants of multiplicative commutators.

As mentioned in the beginning of this section we would like to understand the determinant of a multiplicative commutator in a $K$-theoretic framework. To do so, we will need to introduce a couple of $K$-theoretic concepts. First of all, we will define the second algebraic $K$-group of a unital ring. Next, considering an ideal in a unital ring we construct the associated boundary map $\partial : K_2(R/I) \to K_1(I,R)$. Using the interpretation of the Fredholm determinant as an invariant of relative algebraic $K$-theory we are then able to associate a determinant invariant to each short exact sequence satisfying certain conditions. In particular, we show that the data consisting of the almost commuting pair of operators $A, B \in \mathcal{L}(H)$ gives rise to a determinant invariant $d_{A,B} : K_2(C^2_r[x,y]) \to \mathbb{C}^*$. At last, we will construct a concrete element in the second algebraic $K$-group, $K_2(C^2_r[x,y])$, and calculate its determinant invariant. The result of this evaluation is the determinant of the desired multiplicative commutator

$$d_{A,B}(e^x,e^y) = \det(e^A e^B e^{-A} e^{-B})$$

The determinant invariant which we consider in this section is a generalization of the invariant originally introduced by L. G. Brown. We remove the assumption of commutativity of the quotient ring. Furthermore, we do not need the kernel to consist of all the operators of trace class. We replace this condition by a milder set of restrictions. We need these straightforward generalizations for the later applications which we have in mind.
3.2.1. The second algebraic $K$-group, boundary maps and determinant invariants. We will use a homological picture of the second algebraic $K$-group. Let $G$ be any group and let us consider the following chain complex

$$0 \xleftarrow{d} \mathbb{Z}[G] \xleftarrow{d} \ldots \xleftarrow{d} \mathbb{Z}[G^{n-1}] \xleftarrow{d} \mathbb{Z}[G^n] \xleftarrow{d} \ldots$$

Here the boundary $d : \mathbb{Z}[G^n] \to \mathbb{Z}[G^{n-1}]$ is given by

$$d(g_1, \ldots, g_n) = (g_2, \ldots, g_n) + (-1)^n(g_1, \ldots, g_{n-1}) + \sum_{i=1}^{n-1} (-1)^i(g_1, \ldots, g_i g_{i+1}, \ldots, g_n)$$

We leave it to the reader to verify that $d^2 = 0$.

**Definition 3.4.** By the group homology of $G$ with integer coefficient we will understand the homology of the above chain complex. Thus,

$$H_n(G) := \mathbb{Z}_n(G)/B_n(G)$$

Here $\mathbb{Z}_n(G) := \ker(d : \mathbb{Z}[G^n] \to \mathbb{Z}[G^{n-1}])$ are the cycles in degree $n$ and $B_n(G) := \im(d : \mathbb{Z}[G^{n+1}] \to \mathbb{Z}[G^n])$ are the boundaries in degree $n$.

The above construction is functorial in the group $G$. Thus, each group homomorphism $\varphi : G \to H$ induces a homomorphism of abelian groups $\varphi_* : H_*(G) \to H_*(H)$.

Let $R$ be a unital ring. Recall that the elementary matrices over $R$ is the smallest subgroup of $GL(R)$ which contains all multiplicative commutators, $E(R) = [GL(R), GL(R)] \subseteq GL(R)$.

**Definition 3.5.** By the second algebraic $K$-group of the unital ring $R$ we will understand the second homology group of the group of elementary matrices over $R$, thus

$$K_2(R) := H_2(E(R))$$

The second algebraic $K$-groups are functorial in the unital ring $R$.

Let $I \subseteq R$ be an ideal in a unital ring $R$. We can then form the quotient ring $R/I$ which is again a unital ring. The relations between the three rings are expressed in the short exact sequence

$$0 \longrightarrow I \xrightarrow{i} R \xrightarrow{q} R/I \longrightarrow 0$$

From this data we would like to construct a boundary map

$$\partial : K_2(R/I) \to K_1(I, R)$$

on the algebraic $K$-groups. To do so, we note that the quotient map $q : R \to R/I$ induces a surjective group homomorphism on the level of elementary matrices, $E(q) : E(R) \to E(R/I)$. In particular, to each element $y \in \mathbb{Z}[E(R/I)^2]$ there is a lift $x \in \mathbb{Z}[E(R)^2]$ such that $E(q)_*(x) = y$.

Now, suppose that $y \in Z_2(E(R/I))$ is a cycle. It follows that

$$(E(q)_*, d)(x) = (d_2 E(q)_*)(x) = 0$$

Using some combinatorial considerations we then get that $d(x) \in \mathbb{Z}[E(R)]$ must be of the form

$$d(x) = \sum_{i=1}^{n} (g_i - h_i) \quad E(q)(g_i) = E(q)(h_i)$$
By the boundary map of $y \in Z_2(E(R/I))$ we will then understand the quantity

$$\partial(y) = \prod_{i=1}^{n} (g_i h_i^{-1}) \in K_1(I, R) = GL(I) / [GL(I), GL(R)]$$

A priori the element $\partial(y) \in K_1(I, R)$ depends on the lift $x \in \mathbb{Z}[E(R)^2]$ and of the decomposition $d(x) = \sum_{i=1}^{n} (g_i - h_i)$. This ambiguity is resolved by the next lemma.

**Lemma 3.6.** The homomorphism $\partial : \text{Ker}(d) \to K_1(I, R)$ is well defined and descends to a boundary homomorphism

$$\partial : K_2(R/I) \to H_2(E(R/I)) \to K_1(I, R) = GL(I) / [GL(I), GL(R)]$$

**Proof.** We refer to the article [16, Theorem 2.1] which is attached at the end of the thesis. See also [32, Theorem 4.3.1].

Let us consider the ideal of trace class operators, $\mathcal{L}^1(H) \subseteq \mathcal{L}(H)$. We then have the short exact sequence

$$0 \longrightarrow \mathcal{L}^1(H) \longrightarrow \mathcal{L}(H) \longrightarrow \mathcal{L}(H)/\mathcal{L}^1(H) \longrightarrow 0$$

of rings. We have introduced the relevant concepts to make the following,

**Definition 3.7.** By the universal determinant invariant we will understand the homomorphism

$$d : K_2(\mathcal{L}(H)/\mathcal{L}^1(H)) \to \mathbb{C}^*$$

$$d = \text{det} \circ \partial$$

given by the composition of the boundary map $\partial : K_2(\mathcal{L}(H)/\mathcal{L}^1(H)) \to K_1(\mathcal{L}^1(H), \mathcal{L}(H))$ and the determinant homomorphism $\text{det} : K_1(\mathcal{L}^1(H), \mathcal{L}(H)) \to \mathbb{C}^*$.

Let us justify the word "universal" in the above definition. Namely, let $I \subseteq R$ be some ideal in a unital ring $R$. We thus have a short exact sequence of rings

$$X : 0 \longrightarrow I \longrightarrow R \longrightarrow R/I \longrightarrow 0$$

We suppose that there exists a unital ring homomorphism $\pi : R \to \mathcal{L}(H)$ such that the restriction to $I$ factorizes through the ideal of trace class operators, $\pi : I \to \mathcal{L}^1(H)$.

**Definition 3.8.** By the determinant invariant of the pair $(X, \pi)$ we will understand the homomorphism

$$d_{(X, \pi)} : K_2(R/I) \to \mathbb{C}^*$$

$$d_{(X, \pi)} = d \circ \pi_*$$

given by the composition of the homomorphism $\pi_* : K_2(R/I) \to K_2(\mathcal{L}(H)/\mathcal{L}^1(H))$ obtained from $\pi : R/I \to \mathcal{L}(H)/\mathcal{L}^1(H)$ by functoriality of the second algebraic $K$-groups and the universal determinant invariant, $d : K_2(\mathcal{L}(H)/\mathcal{L}^1(H)) \to \mathbb{C}^*$.

In particular, to each almost commuting pair of operators $A, B \in \mathcal{L}(H)$ with $\|A\|_\infty, \|B\|_\infty \leq r$ we associate the determinant invariant

$$d_{A,B} : K_2(C^2_r[x, y]) \to \mathbb{C}^*$$

given by the short exact sequence

$$0 \longrightarrow J_r \longrightarrow C^2_r(X, Y) \longrightarrow C^2_r[x, y] \longrightarrow 0$$

and the representation $\pi^{A,B} : C^2_r(X, Y) \to \mathcal{L}(H)$. 

3.2.2. The determinant invariant of a Steinberg symbol. We are interested in the application of the determinant invariant
\[ d_{A,B} : K_2(C^2[x, y]) \to \mathbb{C}^* \quad d_{A,B} = \det \circ \partial \circ \pi_{A,B} \]
to a particular element in \( K_2(C^2[x, y]) \). This element is an example of a Steinberg symbol. Later on we will see that the Steinberg symbols can be described using an interior product
\[ * : K_1(C^2[x, y]) \times K_1(C^2[x, y]) \to K_2(C^2[x, y]) \]. This discovery was made by J.-L. Loday in [25]. The point of view will be important in our attempt to generalize the determinants of multiplicative commutators. The calculations carried out in the present section can be found in a slightly different form in [3]. See also [32, Theorem 4.4.22]. We present them here for the sake of completeness.

Let \( R \) be a unital ring.

**Definition 3.9.** To each pair of invertible and commuting elements \( g, h \in R^* \) we associate a Steinberg symbol in the second algebraic \( K \)-group, \( \{g, h\} \in K_2(R) \). It is given by the commutator
\[ \{g, h\} = (x_{13}(h), x_{12}(g)) - (x_{12}(g), x_{13}(h)) \in H_2(E(R)) \]
Here \( x_{12}(g), x_{13}(h) \in E(R) \) are the elementary matrices
\[ x_{12}(g) = \begin{pmatrix} g & 0 & 0 \\ 0 & g^{-1} & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad x_{13}(h) = \begin{pmatrix} h & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & h^{-1} \end{pmatrix} \]

Let \( I \subseteq R \) be an ideal in a unital ring. Let \( q : R \to R/I \) denote the quotient map. The next lemma describes the application of the boundary map \( \partial : K_2(R/I) \to K_1(I, R) \) to a Steinberg symbol by an explicit formula.

**Lemma 3.10.** Let \( g, h \in (R/I)^* \) be a pair of invertible and commuting elements in the quotient ring \( R/I \). Suppose that there exist invertible elements \( G, H \in R^* \) with \( q(G) = g \) and \( q(H) = h \). The boundary map of the Steinberg symbol, \( \{g, h\} \in K_2(R/I) \) is then given by the multiplicative commutator,
\[ \partial(\{g, h\}) = GHG^{-1}H^{-1} \in K_1(I, R) \]

**Proof.** We have that
\[ E(q)_*(\langle (x_{13}(H), x_{12}(G)) - (x_{12}(G), x_{13}(H)) \rangle) = (x_{13}(h), x_{12}(g)) - (x_{12}(g), x_{13}(h)) \]
Furthermore, the application of the differential \( d : \mathbb{Z}[E(R)^2] \to \mathbb{Z}[E(R)] \) to the lift
\[ (x_{13}(H), x_{12}(G)) - (x_{12}(G), x_{13}(H)) \in \mathbb{Z}[E(R)^2] \]
yields the element
\[ d((x_{13}(H), x_{12}(G)) - (x_{12}(G), x_{13}(H))) = \begin{pmatrix} GH & 0 & 0 \\ 0 & G^{-1} & 0 \\ 0 & 0 & H^{-1} \end{pmatrix} - \begin{pmatrix} HG & 0 & 0 \\ 0 & G^{-1} & 0 \\ 0 & 0 & H^{-1} \end{pmatrix} \]
Now, since \( q(GH) = q(HG) \) we get that
\[ \partial(\{g, h\}) = (GH)(HG)^{-1} \in K_1(I, R) \]
as desired.

Let us return to the particular case of an almost commuting pair of operators, \( A, B \in \mathcal{L}(H) \) with \( \|A\|_\infty, \|B\|_\infty \leq r \in (0, \infty) \). Applying the exponential function to the generators \( x, y \in C^r_r[x, y] \) we get two invertible and commuting elements \( e^x, e^y \in C^r_r[x, y]^* \). We can thus form the Steinberg symbol \( \{e^x, e^y\} \in K_2(C^r_r[x, y]) \). Recall that the determinant invariant of the almost commuting pair is given by the composition

\[
d_{A,B} : K_2(C^r_r[x, y]) \to \mathbb{C}^* \quad d_{A,B} = \det \circ \partial \circ \pi^{A,B}_*
\]

**Theorem 3.11.** Let \( A, B \in \mathcal{L}(H) \) be two operators with trace class commutator, \( [A, B] \in \mathcal{L}^1(H) \). Let \( r > 0 \) be a constant with \( r \geq \|A\|, \|B\| \). The determinant invariant of the Steinberg symbol \( \{e^x, e^y\} \in K_2(C^r_r[x, y]) \) is then given by the Fredholm determinant of a multiplicative commutator

\[
d_{A,B}\{e^x, e^y\} = \det(e^A e^B e^{-A} e^{-B})
\]

**Proof.** From Lemma 3.10 we get that

\[
\partial(\{e^x, e^y\}) = e^x e^y e^{-x} e^{-y} \in K_1(J, C^r_r(X, Y))
\]

Since the homomorphism \( \pi^{A,B}_* : K_1(J, C^r_r(X, Y)) \to K_1(\mathcal{L}^1(H), \mathcal{L}(H)) \) simply replaces the formal variables \( X \) and \( Y \) with the operators \( A \) and \( B \) we get that

\[
(\det \circ \pi^{A,B}_*)(e^x e^y e^{-x} e^{-y}) = \det(e^A e^B e^{-A} e^{-B})
\]

This proves the desired result. \qed

### 3.3. The trace invariant and traces of additive commutators.

Our goal is now to describe the trace of an additive commutator as a special value of a \( K \)-theoretic invariant. Again we will need to introduce a couple of \( K \)-theoretic concepts. Firstly, we will define the second relative \( K \)-group of a unital Banach algebra. In analogy with our approach in the algebraic case we will use a homological picture of these abelian groups. We proceed by describing the second relative Chern character which relates the second relative \( K \)-groups with continuous cyclic homology. Having accomplished this, we associate a trace invariant to each short exact sequence satisfying certain conditions. In particular, we show that each almost commuting pair of operators \( A, B \in \mathcal{L}(H) \) gives rise to a trace invariant \( \tau_{A,B} : K^\text{rel}_2(C^r_r[x, y]) \to \mathbb{C} \). The application of this invariant to a certain relative Steinberg symbol is precisely the trace of the commutator \( \text{Tr}[A, B] \in \mathbb{C} \).

#### 3.3.1. The second relative \( K \)-groups.

Let \( A \) be a unital Banach algebra. For each \( n \in \mathbb{N} \), let \( \Delta^n \subseteq \mathbb{R}^n \) denote the standard simplex

\[
\Delta^n = \{(t_1, \ldots, t_n) \mid t_i \in [0, 1], \sum_{i=1}^n t_i \leq 1\}
\]

The vertices, \( 0, \ldots, n \in \Delta^n \) of the \( n \)-th standard simplex are then given by

\[
i = \begin{cases} 
(0, \ldots, 0, 1, 0, \ldots, 0) & \text{for } i \in \{1, \ldots, n\} \\
(0, \ldots, 0) & \text{for } i = 0
\end{cases}
\]
Here the vertex $i$ has the number $1$ in position $i$. Note that this model for the standard simplex does not agree precisely with the usual one. We have chosen this picture in order to emphasize the special role of the basepoint $0 \in \Delta^n$ and the zeroth face. We let $R(A)_n$ denote the set of continuous maps $\sigma : \Delta^n \to GL(A)$ such that $\sigma(0) = 1$. The sets $R(A)_n$ can be equipped with the following face operators

$$d_i : R(A)_n \to R(A)_{n-1}$$

$$d_i(\sigma)(t_1, \ldots, t_{n-1}) = \begin{cases} 
\sigma(t_1, \ldots, t_{i-1}, 0, t_i, \ldots, t_{n-1}) & \text{for } i \in \{1, \ldots, n\} \\
\sigma(1 - \sum_{i=1}^n t_i, t_2, \ldots, t_n) \cdot \sigma(1)^{-1} & \text{for } i = 0
\end{cases}$$

We would like the reader to remark the (extra) factor $\sigma(1)^{-1}$. This ensures that the zeroth face has the value $1 \in GL(A)$ at the zeroth vertex. These face operators satisfy the simplicial relations

$$d_i d_j = d_j d_i \quad \text{for all } 0 \leq i < j \leq n$$

Now, recall that $F(A)_1$ denotes the smallest subgroup of $R(A)_1$ which contains all multiplicative commutators. For each $n \in \mathbb{N}$ we will then let $F(A)_n$ denote the subset of $R(A)_n$ defined recursively by

1. $F(A)_1 := F(A)_1$
2. $\sigma \in F(A)_{n+1} \iff (\sigma \in R(A)_{n+1} \text{ and } d_i(\sigma) \in F(A)_n \text{ for each } i \in \{0, 1, \ldots, n+1\})$

For each $n \in \mathbb{N}$ there is a boundary operator $d : \mathbb{Z}[F(A)_{n+1}] \to \mathbb{Z}[F(A)_n]$ defined as the sum of face operators $d = \sum_{i=0}^{n+1} (-1)^i d_i$. We then have the following chain complex:

$$0 \to \mathbb{Z}[F(A)_1] \xrightarrow{d} \cdots \xrightarrow{d} \mathbb{Z}[F(A)_{n-1}] \xrightarrow{d} \mathbb{Z}[F(A)_n] \xrightarrow{d} \cdots$$

We leave it to the reader to verify that $d^2 = 0$.

**Definition 3.12.** By the second relative $K$-group of the unital Banach algebra $A$ we will understand the second homology group of the chain complex $(\mathbb{Z}[F(A)_*], d)$. Thus, by definition

$$K_2^{\text{rel}}(A) := H_2(F(A))$$

**Remark 3.13.** In the book [20] of M. Karoubi, the second relative $K$-group is defined as a homotopy group of a certain space related to the simplicial set $GL(A_*)/GL(A)$ introduced by J. Milnor. We prove in [17, Corollary 3.8] that the above homological definition agrees with the original definition.

The second relative $K$-group comes equipped with a homomorphism $\theta : K_2^{\text{rel}}(A) \to K_2(A)$. It is induced by the application which sends each $\sigma \in F(A)_2$ to the element $(\sigma(1)^{-1}, \sigma(1)\sigma(2)^{-1}) \in E(A)^2$. Note that the vertices $\sigma(1)$ and $\sigma(2)$ are elementary matrices by definition of the set $F(A)_2$. We are particularly interested in constructing lifts under this homomorphism. Indeed, recall from Section 2.4 how we proved the formula

$$\det(e^T) = e^{\text{Re}(T)} \quad T \in \mathcal{L}^1(H)$$

for the Fredholm determinant. We found a concrete element $[\gamma] \in K_1^{\text{rel}}(\mathcal{L}^1(H), \mathcal{L}(H))$ with $\theta([\gamma]) = [e^T]$. Afterwards, we applied a trace invariant to this lift. Therefore, we might hope to calculate the determinant invariant $d_{A,B} : K_2(\mathcal{L}^1[x,y]) \to \mathbb{C}^*$ of some element by finding
an appropriate lift in $K^\text{ad}(C^*_\mathbb{F}[x, y])$ and then apply a higher trace invariant to this lift. Let us start by a discussion of the additive character which parallels the determinant invariant. The main ingredient is given by the second relative Chern character, which we will now introduce.

3.3.2. The relative Chern character. Let $A$ be a unital Banach algebra. The second relative Chern character is a homomorphism from the second relative $K$-group to the first continuous cyclic homology group. Therefore, let us begin with a description of the continuous cyclic homology groups of a unital Banach algebra. The cyclic theory was discovered from different perspectives by several people, [7, 24, 36]. One should also mention the work of M. Karoubi on noncommutative de Rham homology; see for example [20]. A good general reference is certainly the book of J.-L. Loday, [26].

For each $n \in \mathbb{N}_0$ we let $C_n(A) = A \otimes_\pi A^\otimes n$ denote the projective tensor product with $(n + 1)$ factors of $A$. Thus, $C_n(A)$ is a Banach space. The cyclic operator on $C_n(A)$ is given by

$$t : C_n(A) \to C_n(A)$$

$$t(a_0 \otimes a_1 \otimes \ldots \otimes a_n) = \begin{cases} (-1)^n a_n \otimes a_0 \otimes \ldots \otimes a_{n-1} & \text{for } n \geq 1 \\ a_0 & \text{for } n = 0 \end{cases}$$

Furthermore, we define the Hochschild boundary maps

$$b : C_{n+1}(A) \to C_n(A)$$

$$b : a_0 \otimes a_1 \otimes \ldots \otimes a_{n+1} \mapsto (-1)^{n+1} a_{n+1} a_0 \otimes a_1 \otimes \ldots \otimes a_n + b'(a_0 \otimes a_1 \otimes \ldots \otimes a_{n+1})$$

Here $b' : C_{n+1}(A) \to C_n(A)$ denotes the differential in the bar complex. It is given by the formula

$$b' : a_0 \otimes a_1 \otimes \ldots \otimes a_{n+1} \mapsto \sum_{i=0}^{n} (-1)^i a_0 \otimes \ldots \otimes a_i \cdot a_{i+1} \otimes \ldots \otimes a_{n+1}$$

We then have the following,

**Lemma 3.14.** The image of $(1 - t) : C_n(A) \to C_n(A)$ is closed for each $n \in \mathbb{N}_0$. The Hochschild boundaries satisfy the equality $b^2 = 0$. The Hochschild boundary preserves the image of $(1 - t) : C_\ast(A) \to C_\ast(A)$.

**Proof.** We will only prove that the image of $(1 - t) : C_n(A) \to C_n(A)$ is closed. Let $n \in \mathbb{N}$. Let $N = 1 + t + \ldots + t^n : C_n(A) \to C_n(A)$ denote the norm operator. We prove that $\text{Im}(1 - t) = \text{Ker}(N)$. We clearly have $N(1 - t) = 0$, thus assume that $N(y) = 0$ for some $y \in C_n(A)$. We then note that

$$\sum_{i=0}^{n-1} \frac{1}{n+1} (1-t)(1+t+\ldots+t^i) = \sum_{j=1}^{n} \frac{1}{n+1} (1-t^j)(y) = y - \frac{1}{n+1} N(y)$$

This proves the claim. We refer the reader to [26] for proofs of the other results. \hfill \Box

For each $n \in \mathbb{N}_0$ we let $C^\lambda_n(A) = C_n(A)/\text{Im}(1-t)$ denote the quotient Banach space. The above lemma ensures us that we have a chain complex

$$0 \quad \longrightarrow \quad C^\lambda_0(A) \quad \longrightarrow \quad \ldots \quad \longrightarrow \quad C^\lambda_n(A) \quad \longrightarrow \quad C^\lambda_{n+1}(A) \quad \longrightarrow \quad \ldots$$

of Banach spaces.
Definition 3.15. By the continuous cyclic homology of the unital Banach algebra $A$ we will understand the homology of the above chain complex. The $n^{\text{th}}$ continuous cyclic homology group will be denoted by $HC_n(A)$. This is non-Hausdorff in general. That is, the image of the Hochschild boundary is not necessarily closed.

For each $p \in \mathbb{N}$ and each $n \in \mathbb{N}$ there is a generalized trace homomorphism on continuous cyclic homology

$$\text{TR} : HC_n(M_p(A)) \to HC_n(A)$$

it is induced by the continuous linear map

$$\text{TR} : u_0a_0 \otimes u_1a_1 \otimes \ldots \otimes u_na_n \mapsto \text{TR}(u_0u_1 \ldots u_n)a_0 \otimes a_1 \otimes \ldots \otimes a_n$$

Here $a_i \in A$ and $u_i \in M_p(\mathbb{C})$ for all $i \in \{0, 1, \ldots, n\}$. For details we refer to [26, Section 1.2].

Having introduced the relevant concepts, we make the following,

Definition 3.16. By the second relative Chern character of the unital Banach algebra $A$ we will understand the homomorphism

$$\text{ch}^{\text{rel}} : K_2^{\text{rel}}(A) = H_2(F(A)) \to HC_1(A)$$

which is induced by the homomorphism

$$\text{ch}^{\text{rel}} : \mathbb{Z}[F(A)]_2 \to C_1^\lambda(A) \qquad \sigma \mapsto \text{TR} \left( \int_0^1 \int_0^{1-t_2} \Gamma_1(\sigma) \otimes \Gamma_2(\sigma) dt_1 dt_2 \right)$$

Here we have used the notation

$$\Gamma_i(\sigma) := \frac{\partial \sigma}{\partial t_i} \cdot \sigma^{-1} : \Delta^2 \to M_\infty(A)$$

This leaves some unproved claims. However, instead of considering them at this place we prefer to continue with the definition of the trace invariant. The interested reader can find the relevant arguments in the article of U. Tillmann [35]. Notice again that we pass between continuous and smooth maps at the level of homology without further notice, cf. the remark after Definition 2.12.

3.3.3. The trace invariant. Let $J \subseteq A$ be a closed ideal in a unital Banach algebra $A$. The quotient $A/J$ is then a unital Banach algebra when equipped with the quotient norm. We thus have a short exact sequence of Banach algebras

$$X : 0 \longrightarrow J \overset{i}{\longrightarrow} A \overset{q}{\longrightarrow} A/J \longrightarrow 0$$

We will always assume that $X$ comes equipped with a continuous linear section

$$s : A/J \rightarrow A \qquad q \circ s = \text{Id}_{A/J}$$

Let us see how this data gives rise to a boundary map in continuous cyclic homology. By continuity and linearity of the section $s : A/J \rightarrow A$ there is an induced map

$$s_+ : C_1(A/J) \to C_1(A) \qquad s_+(x_0 \otimes x_1) = s(x_0) \otimes s(x_1)$$

We let $\partial : C_1(A/J) \to C_0(A)$ denote the composition $\partial = b \circ s_+$. Now, suppose that $y \in Z_1(A/J)$ is a cyclic cycle, thus $b(y) = 0$. We then have

$$(q_+ \circ \partial)(y) = (b \circ q_+ \circ s_+)(y) = b(y) = 0$$
This means that $\partial(y) \in J$. In fact, we have even more,

**Lemma 3.17.** The continuous linear map $\partial : C^1_1(A/J) \to C^0_1(A)$ descends to a boundary homomorphism in continuous cyclic homology

$$\partial : HC_1(A/J) \to HC_0(J, A) := J/\text{Im}(b : J \otimes_\pi A + A \otimes_\pi J \to J)$$

**Proof.** We leave the proof to the reader. $\Box$

Now, assume that $X$ comes equipped with a continuous algebra homomorphism $\pi : A \to \mathcal{L}(H)$ such that the restriction to the ideal $J$ determines a continuous algebra homomorphism with trace class values, $\pi : J \to \mathcal{L}^1(H)$. We will associate a trace invariant to each such pair $(X, \pi)$. This is going to be a character on the second relative $K$-group of the quotient,

$$\tau_{(X, \pi)} : K^\text{rel}_2(A/J) \to \mathbb{C}$$

We shall see that it is intimately related to the determinant invariant which we considered in Section 3.2. Furthermore, we shall see that typical values of this trace invariant are traces of commutators.

Note that the assumption on the representation $\pi : A \to \mathcal{L}(H)$ is sufficient to get an induced homomorphism on the relative continuous cyclic homology groups

$$\pi_* : HC_0(J, A) \to HC_0(\mathcal{L}^1(H), \mathcal{L}(H))$$

**Definition 3.18.** By the **trace invariant** of the pair $(X, \pi)$ we will understand the homomorphism

$$\tau_{(X, \pi)} : K^\text{rel}_2(A/J) \to \mathbb{C} \quad \tau_{(X, \pi)} = (-\text{Tr}) \circ \pi_* \circ \partial \circ \text{ch}^\text{rel}$$

given by the composition of the second relative Chern character, the boundary map, the representation and minus the operator trace.

In particular, let $A, B \in \mathcal{L}(H)$ be an almost commuting pair of operators with $\|A\|_\infty, \|B\|_\infty \leq r$ for some $r \in (0, \infty)$. We then have the trace invariant

$$\tau_{A, B} : K^\text{rel}_2(C^2_r[x, y]) \to \mathbb{C}$$

given by the short exact sequence

$$\begin{array}{c}
0 \longrightarrow J_r \overset{i}{\longrightarrow} C^2_r(X, Y) \overset{q}{\longrightarrow} C^2_r[x, y] \longrightarrow 0
\end{array}$$

and the representation

$$\pi^{A, B} : C^2_r(X, Y) \to \mathcal{L}(H) \quad \pi^{A, B} : X \mapsto A, Y \mapsto B$$

In the next section we shall see an example of a calculation of this invariant.
3.3.4. The relative Steinberg symbols and traces of commutators. We are interested in the application of the trace invariant

$$\tau_{A,B} : K_2^{\text{rel}}(C_r^2[x,y]) \to \mathbb{C}$$

to a particular element in the second relative $K$-group, $K_2^{\text{rel}}(C_r^2[x,y])$. This element is an example of a relative Steinberg symbol. Later on, we shall relate the construction to an interior product $*:_{\text{rel}} : K_1^{\text{rel}}(A) \times K_1^{\text{rel}}(A) \to K_2^{\text{rel}}(A)$ on the relative $K$-groups. However, let us start by defining the relative Steinberg symbol.

Let $A$ be a unital Banach algebra. For each continuous map $\sigma : [0, 1] \to GL_p(A)$ with $\sigma(0) = 1$, we let $s_0(\sigma), s_1(\sigma) : \Delta^2 \to GL_p(A)$ denote the continuous maps given by

$$s_0(\sigma)(t_1, t_2) = \sigma(t_2) \quad s_1(\sigma)(t_1, t_2) = \sigma(t_1 + t_2)$$

for each $(t_1, t_2) \in \Delta^2$. Note that $s_0(\sigma)(0) = 1 = s_1(\sigma)(0)$. Furthermore, we let $x_{12}(\sigma), x_{13}(\sigma) : [0, 1] \to GL_{3p}(A)$ denote the continuous maps

$$x_{12}(\sigma) = \begin{pmatrix} \sigma & 0 & 0 \\ 0 & \sigma^{-1} & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad x_{13}(\sigma) = \begin{pmatrix} \sigma & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \sigma^{-1} \end{pmatrix}$$

It is then possible to prove that $x_{12}(\sigma), x_{13}(\sigma) \in F(A)_1$ are products of multiplicative commutators whenever there exists an $\epsilon > 0$ with

$$\sigma(t) = 1 \quad \text{for all} \quad t \in [0, \epsilon)$$

This result follows by a slight modification of the argument to be found in [32, Corollary 2.1.3], for example.

**Definition 3.19.** Let $A$ be a unital and commutative Banach algebra. Let $\sigma, \tau : [0, 1] \to A^*$ be a pair of continuous maps with values in the group of invertibles and with $\sigma(t) = \tau(t) = 1$ for all $t \in [0, \epsilon)$. By the relative Steinberg symbol of $\sigma$ and $\tau$ we will then understand the element $\{\sigma, \tau\}^{\text{rel}} \in K_2^{\text{rel}}(A)$ represented by

$$s_0(x_{12}(\sigma)) \cdot s_1(x_{13}(\tau)) - s_1(x_{12}(\sigma)) \cdot s_0(x_{13}(\tau)) \in \mathbb{Z}[F(A)_2]$$

We are particularly interested in the pair of smooth maps $\gamma_x, \gamma_y : [0, 1] \to C_r^2[x,y]^*$ given by

$$\gamma_x(t) = e^{-\alpha(t)}x \quad \gamma_y(t) = e^{-\alpha(t)}y$$

Here $\alpha : [0, 1] \to [0, 1]$ is some smooth function which vanish on a neighborhood of 0 and sends 1 to 1. Since $C_r^2[x,y]$ is a unital and commutative Banach algebra we can form the relative Steinberg symbol, $\\{\gamma_x, \gamma_y\}^{\text{rel}} \in K_2^{\text{rel}}(C_r^2[x,y])$. Let us apply the second relative Chern character to this element.

**Lemma 3.20.** We have the following formula

$$\text{ch}^{\text{rel}}(\{\gamma_x, \gamma_y\}^{\text{rel}}) = y \otimes x \in HC_1(C_r^2[x,y])$$

for the application of the second relative Chern character to the relative Steinberg symbol $\\{\gamma_x, \gamma_y\}^{\text{rel}} \in K_2^{\text{rel}}(C_r^2[x,y])$. 
Proof. Let $\bar{x}, \bar{y} \in M_3(C^*_r[x, y])$ denote the matrices

$$\bar{x} = \begin{pmatrix} x & 0 & 0 \\ 0 & -x & 0 \\ 0 & 0 & 0 \end{pmatrix} \quad \text{and} \quad \bar{y} = \begin{pmatrix} y & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -y \end{pmatrix}$$

We then have the identities

$$\Gamma_1(s_0(x_{12}(\gamma_x))s_1(x_{13}(\gamma_y))) = -s_1(\alpha') \cdot \bar{y}$$
$$\Gamma_2(s_0(x_{12}(\gamma_x))s_1(x_{13}(\gamma_y))) = -s_0(\alpha') \cdot \bar{x} - s_1(\alpha') \cdot \bar{y}$$
$$\Gamma_1(s_1(x_{12}(\gamma_x))s_0(x_{13}(\gamma_y))) = -s_1(\alpha') \cdot \bar{x}$$
$$\Gamma_2(s_1(x_{12}(\gamma_x))s_0(x_{13}(\gamma_y))) = -s_0(\alpha') \cdot \bar{y} - s_1(\alpha') \cdot \bar{x}$$

Here the notation $\Gamma_i(\sigma)$ refers to the smooth map

$$\Gamma_i(\sigma) = \frac{\partial \sigma}{\partial t_i} \cdot \sigma^{-1} : \Delta^2 \to M_\infty(A) \quad i = 1, 2$$

for any smooth map $\sigma : \Delta^2 \to GL(A)$.

By definition of the relative Chern character we thus have

$$\text{ch}^\text{rel}((\gamma_\bar{x}, \gamma_\bar{y})^\text{rel})$$

$$= \text{TR} \left( \int_0^1 \int_0^{1-t_2} s_1(\alpha') \bar{y} \otimes (s_1(\alpha') \bar{y} + s_0(\alpha') \bar{x}) dt_1 dt_2 \right)$$
$$- \text{TR} \left( \int_0^1 \int_0^{1-t_2} s_1(\alpha') \bar{x} \otimes (s_1(\alpha') \bar{x} + s_0(\alpha') \bar{y}) dt_1 dt_2 \right)$$

$$= 2 \text{TR} \left( \int_0^1 \int_0^{1-t_2} s_1(\alpha') s_0(\alpha') \bar{y} \otimes \bar{x} dt_1 dt_2 \right)$$
$$= 2 \int_0^1 \int_0^{1-t_2} s_1(\alpha') s_0(\alpha') y \otimes x dt_1 dt_2$$

A straightforward calculation shows that

$$2 \int_0^1 \int_0^{1-t_2} s_1(\alpha') s_0(\alpha') dt_1 dt_2 = 1$$

This proves the Lemma. \qed

We remark that the value of the relative Chern character on the relative Steinberg symbol is independent of our choice of smooth function, $\alpha : [0, 1] \to [0, 1]$. We will see later why this is the case. Indeed, we shall see that the relative Steinberg symbol $(\sigma, \tau)^\text{rel}$ only depends on the classes of the continuous maps $\sigma, \tau : [0, 1] \to A^*$ in the first relative $K$-group. In particular, the relative Steinberg symbol is independent of homotopies with fixed endpoints of the terms. More generally, we shall see that the relative Steinberg symbol agrees up to a sign with an interior product on relative $K$-theory. Furthermore, we will describe the class $x \otimes y \in HC_1(C^*_R[x, y])$ as the result of an interior product of degree one in continuous cyclic homology. The result of Lemma 3.20 will then be a consequence of the general multiplicative properties of the relative Chern character. For now, however, let us calm down a bit and continue with the exposition.
Let $A, B \in \mathcal{L}(H)$ be an almost commuting pair of operators with $\|A\|_\infty, \|B\|_\infty \leq r$ for some $r \in (0, \infty)$. We recall that the associated trace invariant is given by the composition

$$\tau_{A,B} : K_2^\text{rel}(C^2_\partial[x, y]) \to \mathbb{C} \quad \quad \tau_{A,B} = (-\text{Tr}) \circ \pi^A_B \circ \partial \circ \text{ch}^\text{rel}$$

Here $\partial : HC_1(C^2_\partial[x, y]) \to HC_0(J_{\partial}, C^2_\partial(X, Y))$ is the boundary map associated with the short exact sequence

$$0 \longrightarrow J_{\partial} \overset{i}{\longrightarrow} C^2_\partial(X, Y) \overset{q}{\longrightarrow} C^2_\partial[x, y] \longrightarrow 0$$

Note that our continuous linear section $s : C^2_\partial[x, y] \to C^2_\partial(X, Y)$ is given by $s(x^n y^m) = X^n Y^m$.

The homomorphism $\pi^A_B : HC_0(J_{\partial}, C^2_\partial(X, Y)) \to HC_0(\mathcal{L}^1(H), \mathcal{L}(H))$ is induced by the representation

$$\pi^A_B : C^2_\partial(X, Y) \to \mathcal{L}(H) \quad \quad X \mapsto A, \ Y \mapsto B$$

Using the above Lemma and the definitions of the involved homomorphisms, we then get that

$$\tau_{A,B} \{\{x, y\}^\text{rel}\} = -(\text{Tr} \circ \pi^A_B \circ \partial)(y \otimes x) = -(\text{Tr} \circ \pi^A_B)(Y X - X Y) = \text{Tr}([A, B])$$

We have thus proved the following,

**Theorem 3.21.** The image of the relative Steinberg symbol $\{\{x, y\}^\text{rel}\} \in K_2^\text{rel}(C^2_\partial[x, y])$ under the trace invariant of the almost commuting pair of operators $A, B \in \mathcal{L}(H)$ is the trace of the commutator, $\text{Tr}([A, B]) \in \mathbb{C}$. That is,

$$\tau_{A,B} \{\{x, y\}^\text{rel}\} = \text{Tr}([A, B])$$

3.4. **The relation between the trace invariant and the determinant invariant.** In the last two sections we saw that the determinant of a multiplicative commutator and the trace of an additive commutator were both the results of $K$-theoretic invariants. We are thus attacking the identity

$$\det(e^A e^B e^{-A} e^{-B}) = e^{\text{Tr}[A, B]}$$

from a general $K$-theoretic point of view. Likewise, the proof which we have in mind will be the result of a more general $K$-theoretic consideration. Indeed, we will now find the precise relation between the trace invariant and the determinant invariant. The identity (19) will then be a consequence of this comparison result.

Let us fix a short exact sequence of Banach algebras

$$X : 0 \longrightarrow J \overset{i}{\longrightarrow} A \overset{q}{\longrightarrow} A/J \longrightarrow 0$$

with a continuous linear split, $s : A/J \to A$. Furthermore, we suppose that there exists a continuous unital algebra homomorphism $\pi : A \to \mathcal{L}(H)$ such that the restriction to the ideal determines a continuous algebra homomorphism $\pi : J \to \mathcal{L}^1(H)$ with values in the trace ideal.

We can then associate two invariants to the pair $(X, \pi)$. The first one is the determinant invariant

$$d_{\langle X, \pi \rangle} : K_2^\text{rel}(A/J) \to \mathbb{C}^* \quad \quad d_{\langle X, \pi \rangle} = \det \circ \partial \circ \pi_s$$

The second one is the trace invariant

$$\tau_{\langle X, \pi \rangle} : K_2^\text{rel}(A/J) \to \mathbb{C} \quad \quad \tau_{\langle X, \pi \rangle} = (-\text{Tr}) \circ \pi_s \circ \partial \circ \text{ch}^\text{rel}$$
Let us recall that the link between the second relative $K$-group and the second algebraic $K$-

\[ \theta : K_2^{rel}(A/J) \to K_2(A/J) \quad \theta(\sigma) = (\sigma(1)^{-1}, \sigma(1)\sigma(2)^{-1}) \]

Here $\sigma \in F(A/J)_2$. This homomorphism allows us to compare the determinant invariant and the the trace invariant. Indeed, we have the following,

**Theorem 3.22.** The diagram

\[
\begin{array}{ccc}
K_2^{rel}(A/J) & \xrightarrow{\theta} & K_2(A/J) \\
\tau(x,\sigma) \downarrow & & \downarrow d(x,\sigma) \\
\mathbb{C} & \xrightarrow{\exp} & \mathbb{C}^* \\
\end{array}
\]

is commutative.

**Proof.** We will only give a sketch of the proof. In analogy with the construction of the boundary map in algebraic $K$-theory it is possible to construct a boundary map in relative $K$-theory,

\[ \partial : K_2^{rel}(A/J) \to K_1^{rel}(J, A) \]

This homomorphism makes the following diagrams commute

\[
\begin{array}{ccc}
K_2^{rel}(A/J) & \xrightarrow{\partial} & K_1^{rel}(J, A) \\
\theta \downarrow & & \theta \downarrow \\
K_2(A/J) & \xrightarrow{\partial} & K_1(J, A) \\
\end{array}
\]

and

\[
\begin{array}{ccc}
K_2^{rel}(A/J) & \xrightarrow{\partial} & K_1^{rel}(J, A) \\
ch_{rel} \downarrow & & \downarrow ch_{rel} \\
HC_1(A/J) & \xrightarrow{\partial} & HC_0(J, A) \\
\end{array}
\]

In particular, we get that

\[ d(x,\sigma) \circ \theta = \det \circ \partial \circ \pi_+ \circ \theta = \det \circ \theta \circ \pi_+ \circ \partial \]

However, from Section 2.4 we know that the homomorphism

\[ \det \circ \theta : K_1^{rel}(\mathcal{L}^1(H), \mathcal{L}(H)) \to \mathbb{C}^* \]

agrees with the homomorphism

\[ \exp \circ (-\text{Tr}) \circ ch_{rel} : K_1^{rel}(\mathcal{L}^1(H), \mathcal{L}(H)) \to \mathbb{C}^* \]

It follows that

\[ \det \circ \theta \circ \pi_+ \circ \partial = \exp \circ (-\text{Tr}) \circ \pi_+ \circ \partial \circ ch_{rel} \]

But this is precisely the composition of the trace invariant and the exponential function. \( \square \)

We have now finished setting up a general framework in which the identity

\[ \det(e^A e^B e^{-A} e^{-B}) = e^{\text{Tr}[A,B]} \]

can be verified. Here $A, B \in \mathcal{L}(H)$ is a pair of operators with trace class commutator. Let us choose some $r > 0$ such that $\|A\|, \|B\| \leq r$ we then have the short exact sequence of Banach algebras

\[
0 \longrightarrow J_r \xrightarrow{i} C_r^\omega(X,Y) \xrightarrow{q} C_r^\omega[x,y] \longrightarrow 0
\]
with representation $\pi_{A,B} : C^2_r(X,Y) \to \mathcal{L}(H)$ sending $X$ to $A$ and $Y$ to $B$. Furthermore, we know from Lemma 3.3 that the restriction of $\pi_{A,B}$ to the ideal $J_r$ determines a continuous algebra homomorphism with trace class values. We can thus apply the comparison result to the invariants
\[ d_{A,B} : K_2(C^2_r[x,y]) \to \mathbb{C}^* \quad \text{and} \quad \tau_{A,B} : K^\text{rel}_2(C^2_r[x,y]) \to \mathbb{C} \]

**Theorem 3.23.** For each pair of operators $A, B \in \mathcal{L}(H)$ with trace class commutator $[A,B] \in \mathcal{L}^1(H)$ we have the formula
\[ \det(e^A e^B e^{-A} e^{-B}) = e^{\text{Tr}[A,B]} \]
for the determinant of the multiplicative commutator $e^A e^B e^{-A} e^{-B} \in GL_1(\mathcal{L}^1(H))$.

**Proof.** From Theorem 3.21 and Theorem 3.11 we have the identities
\[ \tau_{A,B}([\gamma_x, \gamma_y]_{\text{rel}}) = \text{Tr}([A,B]) \quad \text{and} \quad d_{A,B}(\{e^x, e^y\}) = \det(e^A e^B e^{-A} e^{-B}) \]
Furthermore, by Theorem 3.22 we have that
\[ \exp \circ \tau_{A,B} = d_{A,B} \circ \theta \]
Therefore, we will only need to check the equality
\[ \theta([\gamma_x, \gamma_y]_{\text{rel}}) = \{e^x, e^y\} \]
However, this follows immediately since
\[
\begin{align*}
(s_0(\gamma_x)s_1(\gamma_y))(1) &= e^{-y} & (s_0(\gamma_x)s_1(\gamma_y))(2) &= e^{-x}e^{-y} \\
(s_1(\gamma_x)s_0(\gamma_y))(1) &= e^{-x} & (s_1(\gamma_x)s_0(\gamma_y))(2) &= e^{-x}e^{-y}
\end{align*}
\]

$\square$

The main goal of this thesis is to find a concrete generalization of the determinant invariant
\[ (e^A, e^B) \mapsto e^{\text{Tr}[A,B]} \]
As this first part of the introduction suggests this will be accomplished by the use of $K$-theoretic methods.

4. **Determinant Invariants and Multiplicative Characters of Fredholm Modules**

In their paper [9] A. Connes and M. Karoubi associate a multiplicative character on algebraic $K$-theory to each finitely summable Fredholm module. In particular, they show that every odd 2-summable Fredholm module $(F, H)$ over a unital $\mathbb{C}$-algebra $A$ yields a homomorphism
\[ \mathcal{M}_F : K_2(A) \to \mathbb{C}/(2\pi i)\mathbb{Z} \]
In this section we will explore the relation between this invariant and the determinant invariant which we constructed in Section 3.2. This brings us to the core of the article [16] which can be
found at the end of the thesis. That is, we will explain our main result which is given by the commutativity of the following diagram

\[
\begin{array}{c}
K_2(\mathcal{A}) \\ \downarrow M_F \\
\mathbb{C}/(2\pi i)\mathbb{Z} \\ \downarrow d_F \\
\exp \
\end{array} \rightarrow 
\begin{array}{c}
K_2(\mathcal{B}) \\ \\
\mathbb{C}^* \\
\end{array}
\]

Here \( R_F : \mathcal{A} \rightarrow \mathcal{B} \) is a surjective unital algebra homomorphism and \( d_F : K_2(\mathcal{B}) \rightarrow \mathbb{C}^* \) is a determinant invariant. They are both constructed from the odd 2-summable Fredholm module \((F, H)\) over \( \mathcal{A} \). Our result implies in particular that the multiplicative character factorizes through the second algebraic \( K \)-group of the Calkin algebra, \( K_2(\mathbb{L}(H)/\mathbb{L}^1(H)) \). Let us start with the construction of the multiplicative character.

4.1. The multiplicative character on the second algebraic \( K \)-group. Let \( \mathcal{H} \) be a fixed separable Hilbert space of infinite dimension. We let \( \mathcal{M}^1 \) denote the \( \mathbb{C} \)-algebra consisting of operators on the direct sum \( \mathcal{H} \oplus \mathcal{H} \) with antidiagonal in the second Schatten ideal. Thus, the elements \( x = (x_{ij}) \in \mathcal{M}^1 \) are precisely the bounded operators on \( \mathcal{H} \oplus \mathcal{H} \) which in their matrix representation have \( x_{12}, x_{21} \in \mathcal{L}^2(\mathcal{H}) \). The \( \mathbb{C} \)-algebra \( \mathcal{M}^1 \) can be equipped with the Banach algebra norm \( \| \cdot \| : \mathcal{M}^1 \rightarrow [0, \infty) \) given by

\[
\|x\| = \|x\|_{\infty} + \|x_{12}\|_2 + \|x_{21}\|_2
\]

This turns \( \mathcal{M}^1 \) into a Banach algebra. The importance of \( \mathcal{M}^1 \) comes from its interpretation as a universal Fredholm algebra. Let us explain ourselves.

**Definition 4.1.** Let \( \mathcal{A} \) be a unital \( \mathbb{C} \)-algebra. By an odd 2-summable Fredholm module \((F, H)\) over \( \mathcal{A} \) we will understand a separable Hilbert space \( H \), a unital algebra homomorphism \( \pi : \mathcal{A} \rightarrow \mathcal{L}(H) \) and a bounded operator \( F \in \mathcal{L}(H) \) such that

1. \( F = F^* \)
2. \( F^2 = 1 \)
3. \( [F, \pi(a)] \in \mathcal{L}^2(H) \) for all \( a \in \mathcal{A} \).

When \( \mathcal{A} \) is a unital Banach algebra we will say that the Fredholm module \((F, H)\) is continuous when the maps

\[
\pi : \mathcal{A} \rightarrow \mathcal{L}(H) \quad \text{and} \quad a \mapsto [F, \pi(a)] \in \mathcal{L}^2(H)
\]

are both continuous.

We will always assume that the Hilbert spaces \( PH \) and \((1 - P)H\) are infinite dimensional. Here \( P = (F + 1)/2 \) denotes the projection associated with the selfadjoint unitary operator \( F \in \mathcal{L}(H) \).

We let \( F_U \in \mathcal{L}(\mathcal{H} \oplus \mathcal{H}) \) denote the selfadjoint unitary given by the matrix

\[
F_U = \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}
\]

Furthermore we have a representation \( \pi : \mathcal{M}^1 \rightarrow \mathcal{L}(\mathcal{H} \oplus \mathcal{H}) \) given by inclusion. The pair \((F_U, \mathcal{H} \oplus \mathcal{H})\) then becomes a continuous odd 2-summable Fredholm module over \( \mathcal{M}^1 \). It is universal in the following sense.
Let \((F, H)\) denote any odd 2-summable Fredholm module over the \(\mathbb{C}\)-algebra \(A\). Since the Hilbert space \(PH\) and \((1 - P)H\) are infinite dimensional we can identify both of them with the "universal" Hilbert space \(\mathcal{H}\). In this way we obtain an algebra homomorphism

\[
\pi_F : A \to \mathcal{L}(\mathcal{H} \oplus \mathcal{H})
\]

which is well defined up to conjugation by unitary operators. The condition on the commutator \([F, \pi(a)] \in \mathcal{L}^2(\mathcal{H})\) ensures that the representation \(\pi_F : A \to \mathcal{L}(\mathcal{H} \oplus \mathcal{H})\) factorizes through the Banach algebra \(\mathcal{M}^1\). Furthermore, whenever the Fredholm module \((F, H)\) is continuous the associated unital algebra homomorphism

\[
\pi_F : A \to \mathcal{M}^1
\]

is continuous as well.

In analogy with the \(K\)-theoretic construction of the Fredholm determinant which we gave in Section 2.4 we will use an additive character

\[
\tau_1 \circ \mathrm{ch}^{\text{rel}} : K_2^{\text{rel}}(\mathcal{M}^1) \to \mathbb{C}
\]

to construct the multiplicative character. As we saw in Section 3.3 the relative Chern character

\[
\mathrm{ch}^{\text{rel}} : K_2^{\text{rel}}(\mathcal{M}^1) \to HC_1(\mathcal{M}^1)
\]

is a homomorphism of degree minus one from relative \(K\)-theory to continuous cyclic homology. The homomorphism

\[
\tau_1 : HC_1(\mathcal{M}^1) \to \mathbb{C}
\]

comes from a low dimensional case of a theorem by A. Connes.

**Theorem 4.2.** [7, 17. Lemma 2] Let \((F, H)\) denote a continuous odd 2-summable Fredholm module over a unital Banach algebra \(A\). The bilinear map given by

\[
\tau_F : (a^0, a^1) \mapsto -\frac{1}{4} \Tr(F[a^0][F, a^1])
\]

then determines a character \(\tau_F : HC_1(A) \to \mathbb{C}\) on the first continuous cyclic homology group.

The rational constant \(-\frac{1}{4}\) is chosen in such a way that the multiplicative character which we are going to define agrees with the one defined in [9].

We let \(\tau_1 : HC_1(\mathcal{M}^1) \to \mathbb{C}\) denote the character associated with the universal odd continuous 2-summable Fredholm module \((F_U, \mathcal{H} \oplus \mathcal{H})\) over \(\mathcal{M}^1\). For any odd continuous 2-summable Fredholm module \((F, H)\) over a unital Banach algebra \(A\) we then get the following commutative diagram

\[
\begin{array}{ccc}
HC_1(A) & \xrightarrow{(\pi_F)_*} & HC_1(\mathcal{M}^1) \\
\tau_F \downarrow & & \tau_1 \downarrow \\
\mathbb{C} & = & \mathbb{C}
\end{array}
\]

As announced above, these homomorphisms and the relative Chern character constitute the additive character.
Definition 4.3. By the universal additive character we will understand the homomorphism
\[ A_U : K^\text{rel}_2(\mathcal{M}^1) \to \mathbb{C} \quad A = \tau_1 \circ \text{ch}^{\text{rel}} \]
given by the composition of the second relative Chern character and the character associated with the universal odd 2-summable Fredholm module.

Definition 4.4. Let \((F, H)\) be a continuous odd 2-summable Fredholm module over a unital Banach algebra \(A\). By the additive character of the Fredholm module we will understand the homomorphism
\[ A_F : K^\text{rel}_2(A) \to \mathbb{C} \quad \tau_F := \tau_U \circ (\pi_F)_* \]
given by the composition of the homomorphism induced by the continuous unital algebra homomorphism \(\pi_F : A \to \mathcal{M}^1\) and the universal additive character.

Note that the naturality of the relative Chern character and the commutativity of the diagram (4.1) entail the identities
\[ A_F = A_U \circ (\pi_F)_* = \tau_1 \circ \text{ch}^{\text{rel}} \circ (\pi_F)_* = \tau_F \circ \text{ch}^{\text{rel}} \]

In the paper [9] it is proved that the homomorphism
\[ \theta : K^\text{rel}_2(\mathcal{M}^1) \to K^\text{rel}_2(\mathcal{M}^1) \]
is surjective. Furthermore, it is shown that there is a well defined homomorphism
\[ \mathcal{M}_U : K^\text{rel}_2(\mathcal{M}^1) \to \mathbb{C}/(2\pi i)\mathbb{Z} \]
given by
\[ \mathcal{M}_U(\theta(y)) = [A_U(y)] \]
Here \([\cdot] : \mathbb{C} \to \mathbb{C}/(2\pi i)\mathbb{Z}\) denotes the quotient map. This homomorphism is called the universal multiplicative character.

For any odd 2-summable Fredholm module \((F, H)\) over a \(C\)-algebra \(A\) we then define
\[ \mathcal{M}_F : K^\text{rel}_2(A) \to \mathbb{C}/(2\pi i)\mathbb{Z} \quad \mathcal{M}_F = \mathcal{M}_U \circ (\rho_F)_* \]
This is the multiplicative character of the Fredholm module.

4.2. Comparison of the multiplicative character and the determinant invariant. We will now give an interpretation of the multiplicative character as a determinant invariant. This brings us to the heart of the article [16] which is attached at the end of this thesis. The work is also related to the picture of the multiplicative character on the second algebraic \(K\)-group given by A. Connes and M. Karoubi in [9]. There the invariant is exhibited by means of a certain determinant central extension. In fact, one could understand part of our main result as a rephrasing of [9, Théorème 5.6]. However, the tools which we have been developing during the last sections allows us to improve and clarify this result. At last, let us mention that the proof of the main result given in [16] relies on a slightly different approach. That is, it uses a certain cokernel complex instead of the relative \(K\)-groups of pairs which we have been introducing earlier in this text. We will not give further comment on the cokernel construction here. Let us begin the exposition.
Let $\mathcal{H}$ be a separable infinite dimensional Hilbert space. Let $T^1$ denote the $\mathbb{C}$-algebra consisting of pairs $(S, x) \in \mathcal{L}(\mathcal{H}) \times \mathcal{M}^1$ such that $S - x_{11} \in \mathcal{L}^1(H)$. We can equip this $\mathbb{C}$-algebra with a Banach algebra norm $\| \cdot \| : T^1 \to [0, \infty)$ given by

$$
\|(S, x)\| = \|x\|_\infty + \|S - x_{11}\|
$$

This turns $T^1$ into a Banach algebra. It comes equipped with two continuous surjective algebra homomorphisms

$$
\pi_1 : T^1 \to \mathcal{L}(H) \quad \pi_1(S, x) = S \quad \text{and} \quad \pi_2 : T^1 \to \mathcal{M}^1 \quad \pi_2(S, x) = x
$$

The kernel of $\pi_2$ is the trace ideal, $\mathcal{L}^1(H)$. In particular we have a short exact sequence

$$
0 \longrightarrow \mathcal{L}^1(H) \overset{i}{\longrightarrow} T^1 \overset{\pi_2}{\longrightarrow} \mathcal{M}^1 \longrightarrow 0
$$

It has a continuous linear split given by

$$
s : \mathcal{M}^1 \to T^1 \quad s(x) = (x_{11}, x)
$$

The restriction to the trace ideal of the representation $\pi_1$, $\pi_1|_{\mathcal{L}^1(H)} : \mathcal{L}^1(H) \to \mathcal{L}^1(H)$ is the identity homomorphism. We therefore have an associated trace invariant and an associated determinant invariant

$$
\tau_{(T, \pi_1)} : K_2^\text{rel}(\mathcal{M}^1) \to \mathbb{C} \quad \text{and} \quad d_{(T, \pi_1)} : K_2(\mathcal{M}^1) \to \mathbb{C}^\ast
$$

By Theorem 3.22 the relation between these invariants is expressed by the commutative diagram

$$
\begin{array}{ccc}
K_2^\text{rel}(\mathcal{M}^1) & \overset{\theta}{\longrightarrow} & K_2(\mathcal{M}^1) \\
\tau_{(T, \pi_1)} \downarrow & & \downarrow d_{(T, \pi_1)} \\
\mathbb{C} & \overset{\exp}{\longrightarrow} & \mathbb{C}^\ast 
\end{array}
$$

To proceed we will have to relate the trace invariant of the pair $(T, \pi_1)$ with the universal additive character. The main link is established by the next lemma.

**Lemma 4.5.** We have the identity

$$
\tau_1 = (-\text{Tr}) \circ (\pi_1)_* \circ \partial_T : HC_1(\mathcal{M}^1) \to \mathbb{C}
$$

Thus the character of the universal Fredholm module coincides with the composition of the boundary map in continuous cyclic homology of the short exact sequence $T$, the map induced by the representation and the operator trace on the zeroth relative cyclic homology group.

**Proof.** A variant of this result has been carefully proved in [16, Theorem 4.2], see also the proof of [9, Théorème 5.6].

**Corollary 4.6.** The universal additive character coincides with the trace invariant of the pair $(T, \pi_1)$. Thus,

$$
\mathcal{A}_U = \tau_{(T, \pi_1)} : K_2^\text{rel}(\mathcal{M}^1) \to \mathbb{C}
$$

**Proof.** We recall that the trace invariant of the pair $(T, \pi_1)$ is given by the composition

$$
\tau_{(T, \pi_1)} = (-\text{Tr}) \circ (\pi_1)_* \circ \partial_T \circ \text{ch}^\text{rel} : K_2^\text{rel}(\mathcal{M}^1) \to \mathbb{C}
$$

The desired result is now a consequence of Lemma 4.5. □
The description of the multiplicative character as a determinant invariant now follows immediately.

**Corollary 4.7.** The composition of the universal multiplicative character and the exponential function coincides with the determinant invariant of the pair \((T, \pi_1)\). To be precise, we have a commutative diagram

\[
\begin{array}{ccc}
K_2(\mathcal{M}^1) & \xrightarrow{\exp} & K_2(\mathcal{M}^1) \\
\mathcal{M}_U \downarrow & & \downarrow d_{(T, \pi_1)} \\
\mathbb{C}/(2\pi i)\mathbb{Z} & \xrightarrow{\exp} & \mathbb{C}^* \\
\end{array}
\]

**Proof.** This follows from Corollary 4.6 and the commutativity of the diagram (20). \qed

As mentioned in the introduction to this section, we can understand the above corollary as a rephrasing of [9, Théorème 5.6]. However, the detailed exposition which we have given actually yields a refinement of Corollary 4.7. This refinement is the main result of the first article attached at the end of the thesis. Let us give some details.

We consider the algebra homomorphism

\[
\alpha : \mathcal{M}^1 \to \mathcal{L}(\mathcal{H})/\mathcal{L}^1(\mathcal{H}) \quad \quad \alpha(x) = q(x_{11})
\]

Here \(q : \mathcal{L}(\mathcal{H}) \to \mathcal{L}(\mathcal{H})/\mathcal{L}^1(\mathcal{H})\) denotes the quotient map. This coincides with the algebra homomorphism induced by the representation \(\pi_1 : T^1 \to \mathcal{L}(\mathcal{H})\). By the functoriality of the second algebraic \(K\)-groups we get an induced group homomorphism

\[
\alpha_* : K_2(\mathcal{M}^1) \to K_2(\mathcal{L}(\mathcal{H})/\mathcal{L}^1(\mathcal{H}))
\]

By definition of the determinant invariant of the pair \((T, \pi_1)\) we have

\[
d_{(T, \pi_1)} : K_2(\mathcal{M}^1) \to \mathbb{C}^* \quad \quad d_{(T, \pi_1)} = d \circ \alpha_*
\]

Here \(d : K_2(\mathcal{L}(\mathcal{H})/\mathcal{L}^1(\mathcal{H})) \to \mathbb{C}^*\) denotes the universal determinant invariant.

We have thus really proved the following

**Theorem 4.8.** [16] The homomorphisms \(\exp \circ (\mathcal{M}_U) : K_2(\mathcal{M}^1) \to \mathbb{C}^*\) and \(d \circ \alpha_* : K_2(\mathcal{M}^1) \to \mathbb{C}^*\) coincide. That is, the universal multiplicative character agrees with the universal determinant invariant up to a canonical homomorphism. In particular, the universal multiplicative character only depends on the second algebraic \(K\)-group of the Calkin algebra \(\mathcal{L}(\mathcal{H})/\mathcal{L}^1(\mathcal{H})\).

Suppose now, that we are given an odd 2-summable Fredholm module \((F, \mathcal{H})\) over a \(\mathbb{C}\)-algebra \(\mathcal{A}\). Let us fix an algebra homomorphism \(\pi_F : \mathcal{A} \to \mathcal{M}^1\). Let \(\mathcal{E} \subseteq \mathcal{L}(\mathcal{H})\) denote the \(\mathbb{C}\)-algebra defined by

\[
\mathcal{E} = \{ T + (\pi_F(a))_{11} \mid a \in \mathcal{A}\text{ and } T \in \mathcal{L}^1(\mathcal{H}) \}
\]

Letting \(\mathcal{B}\) denote the image of \(\mathcal{E}\) in the Calkin algebra \(\mathcal{L}(\mathcal{H})/\mathcal{L}^1(\mathcal{H})\) we get a short exact sequence

\[
X_F : 0 \longrightarrow \mathcal{L}^1(\mathcal{H}) \overset{i}{\longrightarrow} \mathcal{E} \overset{q}{\longrightarrow} \mathcal{B} \longrightarrow 0
\]

and a representation \(\rho : \mathcal{E} \to \mathcal{L}(\mathcal{H})\) given by inclusion. We therefore have an associated determinant invariant

\[
d_F : K_2(\mathcal{B}) \to \mathbb{C}^* \quad \quad d_F = d \circ \rho_*
\]
Furthermore, we have an algebra homomorphism $R_F : \mathcal{A} \to \mathcal{B}$ given by $R_F(a) = q(\pi_F(a)_{11})$.

**Corollary 4.9.** [16] The multiplicative character and the determinant invariant of the odd 2-summable Fredholm module $(F, H)$ coincides up to the homomorphism $R_F : \mathcal{A} \to \mathcal{B}$. To be precise, the diagram

$$
\begin{array}{ccc}
K_2(\mathcal{A}) & \xrightarrow{(R_F)_*} & K_2(\mathcal{B}) \\
\mathcal{M}_F \downarrow & & \downarrow d_F \\
\mathbb{C}/(2\pi i)\mathbb{Z} & \xrightarrow{\exp} & \mathbb{C}^*
\end{array}
$$

is commutative.

**Proof.** This follows from Theorem 4.8 since the unital algebra homomorphisms

$$
\rho \circ R_F : \mathcal{A} \to \mathcal{L}(H)/\mathcal{L}^1(H) \quad \text{and} \quad \alpha \circ \pi_F : \mathcal{A} \to \mathcal{L}(H)/\mathcal{L}^1(H)
$$

coincide. \hfill \Box

Let us end this section by a concrete calculation of the multiplicative character on the second algebraic $K$-group. Let $(F, H)$ denote a continuous odd 2-summable Fredholm module over a commutative unital Banach algebra $\mathcal{A}$. Let us choose two elements $a, b \in \mathcal{A}$ and apply the exponential function to them. In this way we obtain the invertible elements $e^a, e^b \in \mathcal{A}^*$. We can thus form their Steinberg symbol

$$\{e^a, e^b\} \in K_2(\mathcal{A})$$

and ask ourselves of the value of the multiplicative character

$$\mathcal{M}_F : K_2(\mathcal{A}) \to \mathbb{C}/(2\pi i)\mathbb{Z}$$

on this element. Let $\pi_F : \mathcal{A} \to \mathcal{M}^1$ denote the continuous unital algebra homomorphism associated with the Fredholm module. By the result of Theorem 4.8 we then have

\[
\begin{align*}
(\exp \circ M_F)\{e^a, e^b\} &= \{d \circ \alpha_* \circ (\pi_F)_*\}\{e^a, e^b\} \\
&= d\{q(e^{a_{11}}), q(e^{b_{11}})\}
\end{align*}
\]

In the second line we have suppressed the homomorphism $\pi_F : \mathcal{A} \to \mathcal{M}^1$. Following the proof of Theorem 3.11 we get that

$$d\{q(e^{a_{11}}), q(e^{b_{11}})\} = \det(e^{a_{11}} e^{b_{11}} e^{-a_{11}} e^{-b_{11}})$$

The identity of Theorem 3.23 thus entails that

\[
(\exp \circ M_F)\{e^a, e^b\} = e^{\text{Tr}[a_{11}, b_{11}]} = e^{\text{Tr}[P a P, P b P]}
\]

Here $P = (F + 1)/2$ denotes the projection associated with the Fredholm module $(F, H)$. We have suppressed the representation $\pi : \mathcal{A} \to \mathcal{L}(H)$.

In the following sections we will obtain a multivariate version of the identity (21). This is the main result of the second article attached at the end of the thesis. To expose our calculations properly we will have to make the reader acquainted with some further $K$-theoretic concepts. This is the primary goal of the next section.
5. Relative $K$-theory and Products of Contractions

In this section we will introduce the higher algebraic $K$-groups of unital rings and the higher relative $K$-groups of unital Banach algebras. We will then express the relation between these two $K$-theories and topological $K$-theory by means of a long exact sequence. Having accomplished this we will turn to the description of the exterior and interior Loday products on relative and algebraic $K$-theory. We shall see at last, that the relative Steinberg symbol, which we introduced in Section 3.3, is nothing but a special instance of the interior relative Loday product. The algebraic $K$-theory was originally invented by D. Quillen, see [31]. The relative $K$-theory was constructed by M. Karoubi who also proved the existence of the long exact sequence $K$-groups, see [20]. The Loday product on algebraic $K$-theory was found by J.-L. Loday in [25]. It was later generalized by J. P. May, see [28]. We will use the original approach of Loday to construct our product on the relative $K$-groups. This is accomplished in details in the article [17] which is attached at the end of the thesis. It is possible that this relative product can be viewed as a special case of May’s general theory as well. We have not pursued this direction further.

5.1. Preliminaries on simplicial sets. We start out with a presentation of some basic results from the theory of simplicial sets which we will make use of in the sequel. Our main reference is the monograph by J. P. May, [27].

Definition 5.1. By a simplicial set we will understand a sequence of sets $(X_n)_{n \geq 0}$ such that for each $n \in \mathbb{N}$ there are maps

$$
\begin{align*}
d_i : X_n &\to X_{n-1} \quad \text{for} \quad i \in \{0, 1, \ldots, n\} \\
s_j : X_{n-1} &\to X_n \quad \text{for} \quad j \in \{0, 1, \ldots, n - 1\}
\end{align*}
$$

such that

$$
\begin{align*}
d_i d_j &= d_{j-1}d_i \quad \text{for} \quad i < j \\
s_is_j &= s_{j+1}s_i \quad \text{for} \quad i \leq j \\
\{ s_{j-1}d_i \quad \text{for} \quad i < j \\
&\quad \text{id} \quad \text{for} \quad i = j, j + 1 \\
&\quad s_jd_{i-1} \quad \text{for} \quad i > j + 1
\end{align*}
$$

The maps $d_i : X_n \to X_{n-1}$ are called face operators. The maps $s_j : X_{n-1} \to X_n$ are called degeneracy operators.

By a map of simplicial sets we will understand a map of degree zero $f : X \to Y$ which commutes with the face and degeneracy operators.

There exists a family of simplicial sets which behave in a particularly nice way. For example, they admit a sequence of homotopy groups which parallels the homotopy groups of a topological space.

Definition 5.2. By a Kan complex we will understand a simplicial set $X = (X_n)_{n \geq 0}$ which satisfies the following extension property: For each $n$ elements $x_0, \ldots, x_{k-1}, x_{k+1}, \ldots, x_n \in X_{n-1}$ which satisfy the compatibility relation

$$
d_i x_j = d_{j-1} x_i \quad \text{for each} \quad i, j \in \{0, \ldots, n\} \setminus \{k\} \text{ with } i < j
$$
there exists an \( x \in X_n \) such that \( d_j(x) = x_j \) for all \( j \in \{0, \ldots, n\} - \{k\} \).

We will give two examples of Kan complexes. Let \( A \) be a unital Banach algebra and let \( GL(A) \) denote the topological group of invertible matrices. Also, let \( R \) be a unital ring and let \( GL(R) \) denote the group of invertible matrices. Recall that \( \Delta^n \) denotes the \( n \)-th standard simplex

\[
\Delta^n = \{ (t_1, \ldots, t_n) | t_i \in [0, 1], \sum_{i=1}^n t_i \leq 1 \}
\]

The zeroth standard simplex consists of a single point, \( \Delta^0 = \{0\} \). The vertices of the \( n \)-th standard simplex are denoted by \( 0, \ldots, n \in \Delta^n \). Thus,

\[
i = \begin{cases} 
(0, \ldots, 0) & \text{for } i = 0 \\
(0, \ldots, 1, \ldots, 0) & \text{for } i \neq 0
\end{cases}
\]

where the number 1 is in position \( i \). We have chosen this model in order to emphasize the special role of the zeroth vertex and the zeroth face in the Kan complex \( R(A) \) below.

1. Let \( BGL(R) = (GL(R)_n)_{n \geq 0} \). The face and degeneracy operators are given by

\[
d_i(g_1, \ldots, g_n) = \begin{cases} 
(g_2, \ldots, g_n) & \text{for } i = 0 \\
(g_1, \ldots, g_{i+1}, \ldots, g_n) & \text{for } i \in \{1, \ldots, n-1\} \\
g_1, \ldots, g_{n-1} & \text{for } i = n
\end{cases}
\]

\[
s_j(g_1, \ldots, g_{n-1}) = \begin{cases} 
(g_1, \ldots, g_{j-1}, 1, g_j, \ldots, g_n) & \text{for } j \in \{0, \ldots, n-1\}
\end{cases}
\]

The identity in degree zero will play the role of a basepoint.

2. Let \( R(A) = (R(A)_n) \). Here \( R(A)_n \) denotes the set of continuous maps \( \sigma : \Delta^n \to GL(A) \) with \( \sigma(0) = 1 \). The face and degeneracy are given by

\[
d_i(\sigma)(t_1, \ldots, t_{n-1}) = \begin{cases} 
\sigma(1 - \sum_{j=1}^{n-1} t_j, t_1, \ldots, t_{n-1}) & \text{for } i = 0 \\
\sigma(t_1, \ldots, t_{i-1}, 0, t_i, \ldots, t_{n-1}) & \text{for } i \in \{1, \ldots, n\}
\end{cases}
\]

\[
s_j(\sigma)(t_1, \ldots, t_n) = \begin{cases} 
\sigma(t_2, \ldots, t_n) & \text{for } j = 0 \\
\sigma(t_1, \ldots, t_j + t_{j+1}, \ldots, t_n) & \text{for } j \in \{1, \ldots, n-1\}
\end{cases}
\]

Notice the "extra factor" \( \sigma(1)^{-1} \) in the formula for the zeroth face operator. The identity \( 1 \in R(A)_0 \) will play the role of a basepoint. See also Section 3.3.

Note that each unital ring homomorphism \( \varphi : R \to S \) induces a simplicial map \( \varphi : BGL(R) \to BGL(S) \) in a functorial way. Likewise, each continuous unital algebra homomorphism \( \varphi : A \to B \) induces a simplicial map \( \varphi : R(A) \to R(B) \) in a functorial way.

**Remark 5.3.** The simplicial set \( R(A) \) is isomorphic to the simplicial set \( GL(A)/GL(A) \) which is used in [20] for the definition of relative \( K \)-theory. The isomorphism maps the class of a continuous map \( \sigma : \Delta^n \to GL(A) \) to \( \sigma \cdot \sigma(0)^{-1} \in R(A) \).

The two Kan complexes (1) and (2) are linked by the simplicial map

\[
\theta : R(A) \to BGL(A) \quad \theta(\sigma) = (\sigma(0)\sigma(1)^{-1}, \ldots, \sigma(n-1)\sigma(n)^{-1})
\]

Let us continue by a presentation of the homotopy groups of a pointed Kan complex.
Definition 5.4. Let \( X = (X_n)_{n \geq 0} \) be a pointed Kan complex with basepoint \(* \in X_0\). By the \( n \)th homotopy group of \( X \) we will understand the set

\[
\pi_n(X) := \{ x \in X_n \mid d_i x = * \text{ for all } i \in \{0, \ldots, n\} \}/ \sim
\]

Here the equivalence relation \( \sim \) is defined by

\[
x \sim y \iff \exists z \in X_{n+1} : d_n z = x, \ d_{n+1} z = y \text{ and } d_i z = * \quad \forall i \in \{0, 1, \ldots, n-1\}.
\]

The word "group" in the above definition is justified by the following lemma.

Lemma 5.5. Let \( X = (X_n)_{n \geq 0} \) be a pointed Kan complex. For each \( n \geq 1 \) there is a well defined group structure on the homotopy group \( \pi_n(X) \). The composition \(* \colon \pi_n(X) \times \pi_n(X) \to \pi_n(X)\) is given by

\[
x * y = d_n(z)
\]

Here \( z \in X_{n+1} \) is any \((n+1)\)-simplex with \( d_{n-1}(z) = x, \ d_{n+1}(z) = y \) and \( d_i(z) = * \) for \( i \in \{0, 1, \ldots, n-2\} \). The homotopy groups are commutative for all \( n \geq 2 \).

Let us calculate the homotopy groups of the Kan complexes (1) and (2).

Lemma 5.6. The homotopy groups of \( BGL(R) \) are given by

\[
\pi_n(BGL(R)) = \begin{cases} GL(R) & \text{for } n = 1 \\ 0 & \text{for } n \geq 2 \end{cases}
\]

The homotopy groups of \( R(A) \) are given by

\[
\pi_n(R(A)) = \begin{cases} R(A)_1/\sim & \text{for } n = 1 \\ K_{n+1}^{\operatorname{top}}(A) & \text{for } n \geq 2 \end{cases}
\]

In both cases the group structure is induced by the product of invertible matrices.

To each Kan complex, \( X \), we can also associate a sequence of abelian groups which are analogues of the singular homology groups of a topological space. To do this, we note that the simplicial relation \( d_i d_j = d_{j-1} d_i \) for all \( i < j \) ensures that the operators

\[
d = \sum_{i=0}^{n} (-1)^i d_i : \mathbb{Z}[X_n] \to \mathbb{Z}[X_{n-1}]
\]

satisfy the equality \( d^2 = 0 \). In particular, the complex

\[
\mathbb{Z}[X_0] \xrightarrow{d} \cdots \xrightarrow{d} \mathbb{Z}[X_{n-1}] \xrightarrow{d} \mathbb{Z}[X_n] \xrightarrow{d} \mathbb{Z}[X_{n+1}] \xrightarrow{d} \cdots
\]

is a chain complex.

Definition 5.7. By the homology of the simplicial set \( X \) we will understand the homology of the above chain complex.

There is a functorial construction which associates a pointed \( CW \)-complex to each pointed Kan complex. This functor is called the geometric realization and is denoted by \(|\cdot|\). We will need a precise description of this space later on, so let us introduce it properly.
Definition 5.8. Let $X$ be a pointed Kan complex. By the geometric realization of $X$ we will understand the quotient space

$$|X| := \bigsqcup_{n \geq 0} \Delta^n \times X_n / \sim$$

Here each $X_n$ is equipped with the discrete topology. The equivalence relation $\sim$ is given by

$$(\delta^i t, x) \sim (t, d_i x) \quad \text{for each} \quad t \in \Delta^{n-1}, \ x \in X_n$$

$$(\eta^j t, x) \sim (t, s_j x) \quad \text{for each} \quad t \in \Delta^{n+1}, \ x \in X_n$$

Here $\delta_i : \Delta^{n-1} \to \Delta^n$ and $\eta^j : \Delta^{n+1} \to \Delta^n$ are dual to the face and degeneracy operators defined in (2).

Let us state some of the properties of the geometric realization.

Theorem 5.9. Let $X$ be a pointed Kan complex and let $|X|$ denote its geometric realization. There is then a natural isomorphism between the homotopy groups of the pointed Kan complex $X$ and the homotopy groups of the pointed space $|X|$. Furthermore, there is a natural isomorphism between the homology of the simplicial set $X$ and the singular homology of the topological space $|X|$.

We will think of Kan complexes as combinatorial analogues of topological spaces.

5.2. The plus construction and higher $K$-theory. The higher algebraic and relative $K$-theories are defined by means of the plus construction of D. Quillen, [31]. Loosely said, this is a way to abelianize the fundamental group of certain topological spaces without changing the singular homology. In this section we will describe the main properties of this procedure. We will then introduce the higher algebraic and relative $K$-groups and describe the connection between them and with topological $K$-theory. We refer the reader to the book of J. Rosenberg for a detailed account on algebraic $K$-theory, [32].

Definition 5.10. A group $G$ is said to be perfect if it equals its own commutator subgroup. That is, the smallest subgroup of $G$ which contains all commutators coincides with $G$. Note that the commutator subgroup of a group is automatically normal.

Theorem 5.11. Let $X$ be a connected CW-complex. Let $N$ be a perfect normal subgroup of the fundamental group of $X$. There exists a connected CW-complex $X^+$ together with an injective map $i : X \to X^+$ such that

1. The fundamental group of $X^+$ equals the quotient group $\pi_1(X)/N$ and the induced map $i_* : \pi_1(X) \to \pi_1(X^+)$ is the quotient map.
2. The reduced singular homology of the homotopy fiber of the inclusion $i : X \to X^+$ vanishes.

The connected CW-complex $X^+$ is called the plus construction of $X$ relative to $N \subseteq \pi_1(X)$.

The plus construction of a space satisfies the following universal property:
Theorem 5.12. Let $X$ be a connected CW-complex and let $X^+$ be the plus construction of $X$ relative to some perfect normal subgroup $N$ of $\pi_1(X)$. Let $Y$ be a connected CW-complex. Suppose that $f : X \to Y$ is a continuous map such that the induced map on the fundamental groups $f_* : \pi_1(X) \to \pi_1(Y)$ vanishes on $N \subseteq \pi_1(X)$. Then there exists a continuous map $f^+ : X^+ \to Y$ which is unique up to homotopy and which makes the diagram

\[
\begin{array}{ccc}
X & \xrightarrow{i} & X^+ \\
\downarrow{f} & & \downarrow{f^+} \\
& Y &
\end{array}
\]

commute up to homotopy.

We are now ready for the definition of the higher $K$-groups. We are going to apply the plus construction to the geometric realizations of the Kan complexes (1) and (2) of Section 5.1. In both cases the perfect normal subgroups are going to be the commutator subgroups of the fundamental groups.

Lemma 5.13. Let $R$ be a unital ring and let $A$ be a unital Banach algebra. The commutator subgroups of the fundamental groups

\[E(R) = [GL(R), GL(R)] \subseteq GL(R) = \pi_1(BGL(R))\]

and

\[(F(A)_1/\sim) = [R(A)_1/\sim, R(A)_1/\sim] \subseteq (R(A)_1/\sim) = \pi_1(R(A))\]

are both perfect.

Proof. The perfectness of the elementary matrices is a standard result which is carefully proved in [32, Proposition 2.1.4]. The perfectness of the group $F(A)_1/\sim$ follows by a slight modification of the same argument. \qed

Definition 5.14. Let $R$ be a unital ring. By the algebraic $K$-theory of $R$ we will understand the homotopy groups of the pointed, connected CW-complex, $|BGL(R)|^+$. The plus construction is carried out with respect to the commutator subgroup $E(R) \subseteq \pi_1(|BGL(R)|)$. Thus, by definition

\[K_n(R) = \pi_n(|BGL(R)|^+)\]

It follows from the universal property of the plus construction that the algebraic $K$-groups are functorial in the unital ring $R$. Indeed, each unital ring homomorphism $\varphi : R \to S$ gives rise to a continuous map $|\varphi| : |BGL(R)| \to |BGL(S)|$ which coincides with the induced group homomorphism $\varphi : GL(R) \to GL(S)$ on the fundamental groups. In particular, we get a continuous map $|\varphi|^+ : |BGL(S)|^+ \to |BGL(R)|^+$ which is uniquely defined up to homotopy. The corresponding group homomorphism between the homotopy groups is the desired application.

Definition 5.15. Let $A$ be a unital Banach algebra. By the relative $K$-theory of $A$ we will understand the homotopy groups of the pointed, connected CW-complex, $|R(A)|^+$. The plus construction is carried out with respect to the commutator subgroup $(F(A)_1/\sim) \subseteq \pi_1(|R(A)|)$. Thus, by definition

\[K_n^{rel}(A) = \pi_n(|R(A)|^+)\]
It follows from the universal property of the plus construction that each continuous unital algebra homomorphism induces a homomorphism between the relative $K$-groups. The argument is similar to the one presented above. This makes the relative $K$-groups into covariant functors.

The connection between the algebraic and relative $K$-theories is established by the simplicial map

$$\theta : R(A) \to BGL(A) \quad \theta(\sigma) = (\sigma(0)\sigma(1)^{-1}, \ldots, \sigma(n-1)\sigma(n)^{-1})$$

which we have already mentioned in Section 5.1. By functoriality of the geometric realization we get a continuous map $|\theta| : |R(A)| \to |BGL(A)|$ which induces the group homomorphism

$$(R(A)_1/\sim) \to GL(A) \quad [\sigma] \mapsto \sigma(1)^{-1}$$

on the fundamental groups. From the universal property of the plus construction we thus get a continuous map

$|\theta|^+ : |R(A)|^+ \to |BGL(A)|^+$

which is uniquely defined up to homotopy. In particular, there is a group homomorphism

$$\theta : K_n^{rel}(A) \to K_n(A) \quad \text{for each } n \in \mathbb{N}$$

at the level of $K$-theory. It is then a theorem of M. Karoubi that this link is part of long exact sequence of $K$-groups, see [20, Proposition 6.17].

**Theorem 5.16.** There is a long exact sequence of abelian groups

$$\ldots \to K_n^{top}(A) \xrightarrow{v} K_n^{rel}(A) \xrightarrow{\theta} K_n(A) \to K_n^{top}(A) \xrightarrow{v} \ldots$$

As we shall see later, the above result provides us with an important tool for the construction of secondary invariants.

5.3. **The Loday product in algebraic and relative $K$-theory.** The concern of this section is the algebraic structure on the different $K$-groups. We will thus describe the Loday product on algebraic $K$-theory and then show how similar constructions apply to the relative $K$-groups. As expected, the homomorphism $\theta : K_n^{rel}(A) \to K_n(A)$ preserves these multiplicative structures. The main references are the article of J.-L. Loday, [25], and the second article attached at the end of the thesis, [17].

Let us start by describing the addition on the different $K$-theories in terms of an additive structure at the level of spaces. To be more precise we will indicate how the connected $CW$-complexes $|BGL(R)|^+$ and $|R(A)|^+$ can be equipped with a commutative $H$-group structure. Thus, these spaces admit a composition which satisfy all the usual properties of an abelian group up to homotopy. For details on $H$-groups we refer to [34], for example.

Let $R$ be a unital ring. Let us consider the "direct sum" group homomorphism, $\oplus : GL(R) \times GL(R) \to GL(R)$ given by

$$(g \oplus h)_{ij} = \begin{cases} 
g_{kl} & \text{for } i = 2k - 1, j = 2l - 1 \\
h_{kl} & \text{for } i = 2k, j = 2l \\
0 & \text{elsewhere} \end{cases}$$

This homomorphism gives rise to a continuous map

$$\oplus^+ : |BGL(R) \times BGL(R)|^+ \to |BGL(R)|^+$$
Now, by [25, Proposition 1.1.4] the projections onto each factor in $BGL(R) \times BGL(R)$ yield a homotopy equivalence
\[ k : |BGL(R) \times BGL(R)|^+ \to |BGL(R)|^+ \times |BGL(R)|^+ \]
Let us choose an inverse up to homotopy of this map
\[ k^{-1} : |BGL(R)|^+ \times |BGL(R)|^+ \to |BGL(R) \times BGL(R)|^+ \]
The addition on $|BGL(R)|^+$ is then given by the composition
\[ + = \oplus^+ \circ k^{-1} : |BGL(R)|^+ \times |BGL(R)|^+ \to |BGL(R)|^+ \]
The following result can then be found as [25, Théorème 1.2.6]. See also [37, Proposition 1.2].

**Theorem 5.17.** The application $+ : |BGL(R)|^+ \times |BGL(R)|^+ \to |BGL(R)|^+$ and the basepoint $1 \in |BGL(R)|^+$ determines a commutative $H$-group structure on the space $|BGL(R)|^+$.

It is a general result from the theory of $H$-groups (or even $H$-spaces) that the composition on the homotopy groups arising from the space level composition agrees with the usual composition. In particular, we get that the addition in $K_n(R)$ can be identified as
\[ [f] + [g] = [(+ \circ (f, g))] \quad f, g : S^n \to |BGL(R)|^+ \]
Now, let $A$ be a unital Banach algebra. We define the direct sum of continuous maps $\sigma, \tau : \Delta^n \to GL(A)$ as a pointwise direct sum. Namely, we let
\[ \oplus : R(A) \times R(A) \to R(A) \]
be the simplicial map given by
\[ (\sigma \oplus \tau)(t) = \sigma(t) \oplus \tau(t) \quad \text{for each} \quad \sigma, \tau \in R(A)_n \text{ and } t \in \Delta^n \]
The composition on $|R(A)|$ is then given by
\[ +^{\text{rel}} : |R(A)|^+ \times |R(A)|^+ \to |R(A)|^+ \quad +^{\text{rel}} = \oplus^+ \circ k^{-1} \]
Here the map $k^{-1} : |R(A)|^+ \times |R(A)|^+ \to |R(A) \times R(A)|^+$ has the same description as above. The following result can then be found as [17, Theorem 3.12 and Theorem 3.13].

**Theorem 5.18.** The application $+^{\text{rel}} : |R(A)|^+ \times |R(A)|^+ \to |R(A)|^+$ and the basepoint $1 \in |R(A)|^+$ determines a commutative $H$-group structure on the space $|R(A)|^+$. The continuous map $|\theta|^{+} : |R(A)|^+ \to |BGL(A)|^+$ becomes an $H$-map, that is, it respects the compositions up to homotopy.

Again the above $H$-group composition induces the composition on the relative $K$-groups. To be precise,
\[ [f] + [g] = [+^{\text{rel}} \circ (f, g)] \quad f, g : S^n \to |R(A)|^+ \]

Let us turn to the description of the Loday product in algebraic and relative $K$-theory. We begin with the algebraic case. Thus, let $R$ and $S$ be two unital rings. For each $p, q \in \mathbb{N}$ let us choose an isomorphism
\[ \varphi : R^p \otimes_{\mathbb{Z}} S^q \to (R \otimes_{\mathbb{Z}} S)^{pq} \]
of \((R \otimes_Z S)\)-bimodules. We then have associated group homomorphisms
\[
\otimes_\varphi : GL_p(R) \times GL_q(S) \to GL_{pq}(R \otimes_Z S) \subseteq GL(R \otimes_Z S)
\]
which depend on the choices made above.

Now, for each \(p, q \geq 3\) we let
\[
\otimes^+_{p,q} : |BGL_p(R)|^+ \times |BGL_q(S)|^+ \to |BGL(R \otimes_Z S)|^+ \quad \otimes^+_{p,q} = \otimes_\varphi \circ k^{-1}
\]
denote the composition of the homotopy equivalence
\[
k^{-1} : |BGL_p(R)|^+ \times |BGL_q(S)|^+ \to |BGL_p(R) \times BGL_q(S)|^+
\]
and the continuous map which is functorially induced by
\[
\otimes_\varphi : GL_p(R) \times GL_q(S) \to GL(R \otimes_Z S)
\]
The maps \(\otimes^+_{p,q}\) only depend on the choices of \((R \otimes_Z S)\)-bimodule isomorphisms up to homotopy. See [25, Section 2.1.1].

The raw tensor products above do not behave well with respect to the identity elements so we need to change them slightly. To be precise, we define the modified tensor products
\[
\gamma_{p,q} : |BGL_p(R)|^+ \times |BGL_q(S)|^+ \to |BGL(R \otimes_Z S)|^+
\]
by the formulas
\[
\gamma_{p,q}(x, y) = \otimes^+_{p,q}(x, y) - \otimes^+_{p,q}(1, y) - \otimes^+_{p,q}(x, 1)
\]
Here the subtraction comes from the \(H\)-group structure on \(|BGL(R \otimes_Z S)|^+\). See Theorem 5.17.

The above modifications allow us to glue the tensor products together to obtain a continuous map
\[
\gamma : |BGL(R)|^+ \times |BGL(S)|^+ \to |BGL(R \otimes_Z S)|^+
\]
However, the choices involved in the construction of this extension imply that we only get a map which is well defined up to weak homotopies. Here we say that two continuous maps \(f, g : X \to Y\) are weakly homotopic if the induced maps \(f_* = g_* : [K, X] \to [K, Y]\) agree for any compact space \(K\). The same construction can be carried out with the cartesian product replaced by the smash product. We summarize the obtained results in the next theorem which is due to J.-L. Loday, see [25, Proposition 2.1.8]. Note that the algebraic properties are really consequences of the corresponding properties for the tensor product of invertible matrices. We use the notation
\[
i : |BGL_p(R)|^+ \times |BGL_q(S)|^+ \to |BGL(R)|^+ \times |BGL(S)|^+ \quad \text{and}
\]
\[
p : |BGL(R)|^+ \times |BGL(S)|^+ \to |BGL(R)|^+ \wedge |BGL(S)|^+
\]
for the inclusion and the quotient map.

**Theorem 5.19.** There exists a map \(\tilde{\gamma} : |BGL(R)|^+ \wedge |BGL(S)|^+ \to |BGL(R \otimes_Z S)|^+\) which is unique up to weak homotopy and which makes the diagram
\[
\begin{array}{ccc}
|BGL_p(R)|^+ \times |BGL_q(S)|^+ & \xrightarrow{\text{po}i} & |BGL(R)|^+ \wedge |BGL(S)|^+ \\
\gamma_{p,q} \downarrow & & \tilde{\gamma} \downarrow \\
|BGL(R \otimes_Z S)|^+ & = & |BGL(R \otimes_Z S)|^+
\end{array}
\]
commute up to homotopy. Furthermore, it is natural, bilinear, associative and commutative up to weak homotopies. We refer to [25] for details on these properties.

The above application allows us to define the exterior Loday product on the algebraic $K$-groups. Note that it is independent of the choices made for the construction of $\tilde{\gamma}$ by compactness of the spheres.

**Definition 5.20.** By the exterior Loday product we will understand the map

$$\ast : K_n(R) \times K_m(S) \to K_{n+m}(R \otimes_Z S)$$

given by the formula

$$f \ast g = \tilde{\gamma} \circ (f \land g) : S^n \land S^m \cong S^{n+m} \to |BGL(R \otimes_Z S)|^+$$

on representatives $f : S^n \to |BGL(R)|^+$ and $g : S^m \to |BGL(S)|^+$.

The algebraic properties of the map $\tilde{\gamma}$ imply the corresponding properties of the Loday product.

**Theorem 5.21.** The exterior Loday product is natural in the unital rings $R$ and $S$, bilinear and associative. It is also graded commutative in the following sense: For each $x \in K_n(R)$ and $y \in K_m(S)$ we have

$$(-1)^{nm} x \ast y = T_*(y \ast x)$$

Here $T_* : K_{n+m}(R \otimes_Z S) \to K_{n+m}(S \otimes_Z R)$ is the homomorphism induced by the flip $T : R \otimes_Z S \to S \otimes_Z R$.

In the case where the ring $R$ is commutative the multiplication $m : R \otimes_Z R \to R$ is a ring homomorphism. There is thus an induced map on algebraic $K$-theory, $m_* : K_n(R \otimes_Z R) \to K_n(R)$.

**Definition 5.22.** By the interior Loday product we will understand the composition

$$m_* \circ \ast : K_n(R) \times K_m(R) \to K_{n+m}(R)$$

This product will also be denoted by $\ast$.

The following theorem is then a consequence of Theorem 5.21.

**Theorem 5.23.** For each commutative unital ring $R$ the addition and the interior Loday product equip the algebraic $K$-theory with the structure of a graded commutative ring.

Let us consider the case of relative $K$-theory. Thus, let $A$ and $B$ be two unital Banach algebras. For each $p, q \in \mathbb{N}$ let us choose an isomorphism

$$\varphi : A^p \otimes_Z B^q \to (A \otimes_Z B)^{pq}$$

of $(A \otimes_Z B)$-bimodules. As above we get the corresponding group homomorphisms

$$(22) \quad \otimes_\varphi : GL_p(A) \times GL_q(B) \to GL_{pq}(A \otimes_Z B)$$

Now, let $A \otimes_{\pi} B$ denote the projective tensor product of $A$ and $B$. We then have the "identity" homomorphism

$$\iota : A \otimes_Z B \to A \otimes_{\pi} B$$

We will extend the group homomorphisms (22) to a pointwise version.
Definition 5.24. Let \( \sigma : \Delta^n \to GL_p(A) \) and \( \tau : \Delta^n \to GL_q(B) \) be continuous maps. By the pointwise tensor product of \( \sigma \) and \( \tau \) we will understand the continuous map
\[
\sigma \otimes \varphi \tau : \Delta^n \to GL(A \otimes B)
\]
given by
\[
(\sigma \otimes \varphi \tau)(t) = \iota(\sigma(t) \otimes \varphi(t))
\]
The pointwise tensor products of continuous maps induce simplicial maps
\[
\otimes : R_p(A) \times R_q(B) \to R_{pq}(A \otimes B) \subset R(A \otimes B)
\]
These maps are at the core of the relative Loday product.

Now, let \( p, q \geq 3 \). In analogy with the algebraic case, we define the map
\[
\otimes^+_{p,q} : |R_p(A)|^+ \times |R_q(B)|^+ \to |R(A \otimes B)|^+
\]
Here, as usually, \( k^{-1} : |R_p(A)|^+ \times |R_q(B)|^+ \to |R_p(A) \times R_q(B)|^+ \) denotes some inverse of the homotopy equivalence given by the projection onto each factor. By [17, Section 3.3] this space level tensor product only depends on the choice of bimodule isomorphism up to homotopy.

We modify the above tensor products by subtracting the base point problem. Thus we define the maps
\[
\gamma_{p,q} : |R_p(A)|^+ \times |R_q(B)|^+ \to |R(A \otimes B)|^+
\]
by the formulas
\[
\gamma_{p,q}(x, y) = \otimes^+_{p,q}(x, y) - \otimes^+_{p,q}(1_p, y) - \otimes^+_{p,q}(x, 1_q)
\]
Here the subtraction comes from the \( H \)-group structure on \( |R(A \otimes B)|^+ \). See Theorem 5.18. The modified tensor products behave well with respect to stabilization and smash products. To be precise:

Theorem 5.25. There exists a map \( \tilde{\gamma}_{rel} : |R(A)|^+ \wedge |R(B)|^+ \to |R(A \otimes B)|^+ \) which is well defined up to weak homotopy and which makes the following diagram commute up to homotopy
\[
\begin{array}{ccc}
|R_p(A)|^+ \times |R_q(B)|^+ & \xrightarrow{\text{poi}} & |R(A)|^+ \wedge |R(B)|^+ \\
\downarrow & & \downarrow \tilde{\gamma}_{rel} \\
|R(A \otimes B)|^+ & = & |R(A \otimes B)|^+
\end{array}
\]
Furthermore, this map is natural, bilinear, associative and commutative up to weak homotopies.

For a proof of the above result we refer to [17, Section 3.3].

We can now make a sensible definition of an exterior product on the relative \( K \)-groups.

Definition 5.26. By the exterior relative Loday product we will understand the map
\[
\ast_{rel} : K^\text{rel}_n(A) \times K^\text{rel}_m(B) \to K^\text{rel}_{n+m}(A \otimes B)
\]
given by the formula
\[
f \ast_{rel} g = \tilde{\gamma}_{rel} \circ (f \wedge g) : S^n \wedge S^m \cong S^{n+m} \to |R(A \otimes B)|^+
\]
on representatives \( f : S^n \to |R(A)|^+ \) and \( g : S^m \to |R(B)|^+ \).
The algebraic properties of the map $\hat{\gamma}^{\text{rel}}$ entail corresponding properties for the exterior relative Loday product.

**Theorem 5.27.** The exterior relative Loday product is natural in $A$ and $B$, associative and bilinear. It is also graded commutative in the following sense: For each $x \in K_n^\text{rel}(A)$ and $y \in K_m^\text{rel}(B)$ we have

$$(-1)^{nm}(x \ast^\text{rel} y) = T_\ast (y \ast^\text{rel} x)$$

Here $T : A \otimes \pi B \to B \otimes \pi A$ denotes the continuous unital algebra homomorphism which interchanges the factors.

Assume that the unital Banach algebra $A$ is *commutative*. The product then define a continuous unital algebra homomorphism $m : A \otimes \pi A \to A$. This allows us to make the following definition:

**Definition 5.28.** By the interior relative Loday product we will understand the composition

$$m_\ast \circ \ast^\text{rel} : K_n^\text{rel}(A) \times K_m^\text{rel}(A) \to K_{n+m}^\text{rel}(A)$$

of the exterior relative Loday product and the homomorphism induced by the product. The interior relative Loday product is also denoted by $\ast^\text{rel}$.

The next result is then a consequence of Theorem 5.27.

**Theorem 5.29.** Let $A$ be a commutative unital Banach algebra. The relative $K$-theory becomes a graded commutative ring when equipped with the interior relative Loday product and the usual addition.

Let us investigate the relation between the two Loday products. In order to do this properly we need a modification of the usual Loday product on algebraic $K$-theory. This variant takes the topology of the unital Banach algebras into account.

**Definition 5.30.** By the completed exterior Loday product we will understand the composition

$$\hat{\ast} : K_n(A) \times K_m(B) \to K_{n+m}(A \otimes \pi B)$$

of the exterior Loday product and the homomorphism induced by the "identity" homomorphism $\iota : A \otimes \pi B \to A \otimes \pi B$.

As expected, the map $\theta : K_n^\text{rel}(A) \to K_n(A)$ respects the exterior product structures. This statement is made precise in the following,

**Theorem 5.31.** We have the identity

$$\theta(x \ast^\text{rel} y) = \theta(x) \hat{\ast} \theta(y)$$

for each $x \in K_n^\text{rel}(A)$ and $y \in K_m^\text{rel}(B)$. In fact, the diagram

$$\begin{array}{ccc}
|R(A)|^+ \land |R(B)|^+ & \xrightarrow{\theta \land \theta} & |BGL(A)|^+ \land |BGL(B)|^+ \\
\hat{\gamma}^{\text{rel}} \downarrow & & \downarrow \theta \circ \hat{\gamma} \\
|R(A \otimes \pi B)|^+ & \xrightarrow{\theta} & |BGL(A \otimes \pi B)|^+
\end{array}$$

is commutative up to weak homotopy.
We refer to [17, Theorem 3.17] for a proof of the above result.

Returning to the commutative setup we can combine the results of Theorem 5.27 and Theorem 5.31.

**Theorem 5.32.** Let $A$ be a commutative, unital Banach algebra. The map $\theta : K_*^{\text{rel}}(A) \to K_*(A)$ is a homomorphism of graded commutative rings.

5.4. The relative Loday product and the relative Steinberg symbol. We are now going to see that the relative Steinberg symbol can be identified as a special instance of the relative Loday product. We will start by explaining the homological description of the second relative $K$-group which we used in Section 3.3. The identification of the relative Steinberg symbol as a relative Loday product should be compared with the identification of the Steinberg symbol as a Loday product, see [25, Proposition 2.2.3]. Furthermore, the homological description of the second relative $K$-group should be compared with the homological description of the second algebraic $K$-group, see for example [25, Proposition 1.2.1].

Let $A$ be a unital Banach algebra. Recall from Section 3.3 that $F(A)_n$ is defined recursively by

1. $F(A)_1 := [R(A), R(A)]$
2. $\sigma \in F(A)_{n+1} \Leftrightarrow (\sigma \in R(A)_{n+1} \text{ and } d_i \sigma \in F(A)_{i} \text{ for } i \in \{0, \ldots, n+1\}$

These sets form a Kan complex $F(A)$ when equipped with the face and degeneracy operators given by restriction of the face and degeneracy operators on $R(A)$. Let $|F(A)|$ denote the geometric realization of this Kan complex. The fundamental group of $|F(A)|$ is then given by the image of $F(A)_1$ in $R(A)_1/\sim$ under the quotient map. This group was denoted by $F(A)_1/\sim$ in Section 2.2. It is a perfect group by Lemma 5.13 and we can thus apply the plus construction to $|F(A)|$ with respect to its fundamental group. We obtain a simply connected CW-complex $|F(A)|^+$. Furthermore, the inclusion $i : F(A) \to R(A)$ induces a continuous map $|i| : |F(A)|^+ \to |R(A)|^+$. The following result can then be found as [17, Corollary 3.7].

**Theorem 5.33.** The map $|i| : |F(A)|^+ \to |R(A)|^+$ induces an isomorphism on the homotopy groups of dimension greater than 2. To be precise,

$$i^+_* : \pi_n(|F(A)|^+) \to \pi_n(|R(A)|^+) = K_n^{\text{rel}}(A)$$

is an isomorphism for all $n \geq 2$.

The next theorem is then a consequence of the Hurewicz isomorphism theorem, see for example [13, Theorem 4.3.2].

**Theorem 5.34.** The Hurewicz homomorphism $h_2 : \pi_2(|F(A)|^+) \to H_2(|F(A)|^+) \cong H_2(F(A))$ is an isomorphism. In particular, the second relative $K$-group is isomorphic to the second homology group of the Kan complex $F(A)$.

This shows that the different definitions of relative $K$-theory given in Definition 3.12 and Definition 5.15 agree up to isomorphism.

Assume that $A$ is a commutative and unital Banach algebra. Let us fix two continuous maps $\sigma, \tau : [0, 1] \to A^*$ with values in the group of invertibles and with $\sigma(t) = 1 = \tau(t)$ for all $t \in [0, \epsilon)$. 

Each of the two elements will then define a class in the first relative $K$-group, $[\sigma], [\tau] \in K_2^{\text{rel}}(A)$ and we can thus form their interior relative Loday product,
\[ [\sigma] \ast^{\text{rel}} [\tau] \in K_2^{\text{rel}}(A) \]

However, we can also form the relative Steinberg symbol of the continuous maps,
\[ \{\sigma, \tau\}^{\text{rel}} \in H_2(F(A)) \]

Our aim is to show that these two elements coincide up to a sign under the isomorphism $K_2^{\text{rel}}(A) \cong H_2(F(A))$ which we have just described.

Let $X$ be a pointed space. Let us start by recalling the definition of the Hurewicz homomorphism, $h_2 : \pi_2(X) \to H_2(X)$. We know that the singular homology of the sphere is given by the integers $H_2(S^2) \cong \mathbb{Z}$ and we can thus fix a generator $[1_z] \in H_2(S^2)$. Now, since singular homology is homotopy invariant we can define the Hurewicz homomorphism by the formula
\[ h_2[f] = f_*[1_z] \quad [f] \in \pi_2(X) \]

We can choose an explicit cycle for the generator $[1_z] \in H_2(S^2)$, namely, we let
\[ 1_z = \eta_1 \wedge \eta_0 - \eta_0 \wedge \eta_1 \in \mathbb{Z}[S_2(S^2)] \]

Here $\eta_0(t_1, t_2) = e^{2\pi i t_2} \in S^1$ and $\eta_1(t_1, t_2) = e^{2\pi i (t_1 + t_2)} \in S^1$.

Next, note that the elements $[\sigma], [\tau] \in K_2^{\text{rel}}(A) \cong \pi_1(|R(A)|^+)$ can be described as the following loops
\[ \gamma_\sigma(e^{2\pi i t}) = (t, \sigma) \in |R(A)| \subseteq |R(A)|^+ \quad \text{and} \quad \gamma_\tau(e^{2\pi i t}) = (t, \tau) \in |R(A)| \subseteq |R(A)|^+ \]

Here $t \in [0, 1]$.

Now, the geometric realization of the Kan complex $B\mathbb{Z}$ is homotopy equivalent to the circle. The homotopy equivalence is given by the continuous map
\[ \gamma_1 : S^1 \to |B\mathbb{Z}|, \quad \alpha(e^{2\pi i t}) = (t, 1) \]

Let us use this identification to describe the maps
\[ \gamma_\sigma \text{ and } \gamma_\tau : S^1 \cong |B\mathbb{Z}| \to |R(A)| \subseteq |R(A)|^+ \]

by means of simplicial maps. Namely, we let
\[ \alpha_\sigma \text{ and } \alpha_\tau : B\mathbb{Z} \to R(A) \]

be the simplicial maps given by
\[ \alpha_\sigma(i_1, \ldots, i_n) = \prod_{j=1}^{n}(s_{n-1} \ldots \hat{s}_{j-1} \ldots s_0)(\sigma^{i_j}) \]
\[ \alpha_\tau(i_1, \ldots, i_n) = \prod_{j=1}^{n}(s_{n-1} \ldots \hat{s}_{j-1} \ldots s_0)(\tau^{i_j}) \]

Here the $\hat{s}$ signifies that the term is omitted. We then have the identities
\[ \gamma_\sigma = |\alpha_\sigma| \circ \gamma_1 \quad \text{and} \quad \gamma_\tau = |\alpha_\tau| \circ \gamma_1 : S^1 \to |R(A)|^+ \]
Next, the torus $S^1 \times S^1$ is homotopy equivalent to the classifying space of $\mathbb{Z} \times \mathbb{Z}$ through the homotopy equivalences
\[
\gamma_1 \times \gamma_1 : S^1 \times S^1 \to |B\mathbb{Z}| \times |B\mathbb{Z}| \cong |B(\mathbb{Z} \times \mathbb{Z})|
\]
Here the last homotopy equivalence is given by the inverse of the projections onto the factors. Up to homotopy the continuous map
\[
\gamma_\sigma \times \gamma_\tau : S^1 \times S^1 \to |R(A)|^+ \times |R(A)|^+ \cong |R(A) \times R(A)|^+
\]
is thus induced by the map of simplicial sets
\[
\alpha_\sigma \times \alpha_\tau : B\mathbb{Z} \times B\mathbb{Z} \to R(A) \times R(A)
\]
Finally, let $x_{12}(\sigma), x_{13}(\tau) \in F(A)_1$ denote the diagonal matrices
\[
x_{12}(\sigma) = d(\sigma, \sigma^{-1}, 1) \quad \text{and} \quad x_{13}(\tau) = d(\tau, 1, \tau^{-1})
\]
We then get a well defined map
\[
|d_{\sigma, \tau}| : S^1 \times S^1 \cong |B\mathbb{Z} \times B\mathbb{Z}| \to |F(A)| \subseteq |F(A)|^+
\]
induced by the simplicial map
\[
d_{\sigma, \tau} : B\mathbb{Z} \times B\mathbb{Z} \to F(A) \quad (i, j) \mapsto \alpha_{x_{12}(\sigma)}(i) \cdot \alpha_{x_{13}(\tau)}(j)
\]
At this point the commutativity assumption on the unital Banach algebra $A$ is important. We let $m : A \otimes_\tau A \to A$ denote the continuous unital algebra homomorphism given by multiplication.

**Lemma 5.35.** For any $p \geq 3$ the applications
\[
|m|^+ \circ \gamma_{p,p} \circ (\gamma_\sigma \times \gamma_\tau) \quad \text{and} \quad i^+ \circ |d_{\sigma, \tau}| : S^1 \times S^1 \to |R(A)|^+
\]
are homotopic. Here we are thinking of $\gamma_\sigma \times \gamma_\tau$ as taking values in the product $|R_p(A)|^+ \times |R_p(A)|^+$. Recall that $\gamma_{p,p}$ denotes the modified tensor product introduced in Section 5.3.

**Proof.** The proof is analogous to [25, Proposition 2.2.3] and will not be repeated here. \hfill $\square$

We are now in position to identify the relative interior Loday product with the relative Steinberg symbol.

**Theorem 5.36.** The interior relative Loday product
\[
[\sigma] \star^\text{rel} [\tau] \in K^\text{rel}_2(A)
\]
coincides with the relative Steinberg symbol
\[
\{\tau, \sigma\}^\text{rel} \in H_2(F(A))
\]
under the identification $H_2(F(A)) \cong K^\text{rel}_2(A)$. Note that the order of the factors is reversed.
Proof. From Lemma 5.35 and the definition of the interior relative Loday product we get that the diagram
\[ S^1 \times S^1 \xrightarrow{p} S^1 \wedge S^1 \]
\[ i^+ \circ [d_{\sigma,\tau}] \quad \downarrow \quad [\sigma]_{\text{rel}} [\tau] \]
\[ |R(A)|^+ \quad \quad \quad \quad |R(A)|^+ \]
commutes up to homotopy. In particular, letting \((i^+)^{-1} : |R(A)|^+ \to |F(A)|^+\) denote some inverse of the homotopy equivalence \(i^+ : |F(A)|^+ \to |R(A)|^+\) we get that the diagram
\[ S^1 \times S^1 \xrightarrow{p} S^1 \wedge S^1 \]
\[ [d_{\sigma,\tau}] \quad \downarrow \quad \quad \quad \quad (i^+)^{-1} \circ [\sigma]_{\text{rel}} [\tau] \]
\[ |F(A)|^+ \quad \quad \quad \quad |F(A)|^+ \]
commutes up to homotopy.

By homotopy invariance of singular homology it follows that the Hurewicz homomorphism of the element \((i^+)^{-1} \circ ([\sigma]_{\text{rel}} [\tau])\) coincides with the class
\[ |d_{\sigma,\tau}| \circ (\eta_1, \eta_0) - |d_{\sigma,\tau}| \circ (\eta_0, \eta_1) \in H_2(|F(A)|^+) \]
It is not hard to see that this element coincides with the desired relative Steinberg symbol under the identification \(H_2(F(A)) \cong H_2(|F(A)|^+)\). Indeed, the class
\[ (\eta_1, \eta_0) - (\eta_0, \eta_1) \in H_2(S^1 \times S^1) \]
coincides with the class
\[ ((1, 0), (0, 1)) - ((0, 1), (1, 0)) \in H_2(B\mathbb{Z} \times B\mathbb{Z}) \]
under the identification \(H_2(S^1 \times S^1) \cong H_2(|B\mathbb{Z} \times B\mathbb{Z}|) \cong H_2(B\mathbb{Z} \times B\mathbb{Z})\). But this last class is mapped to the class
\[ s_1(x_{12}(\sigma)) \cdot s_0(x_{13}(\tau)) - s_0(x_{12}(\sigma)) \cdot s_1(x_{13}(\tau)) \in H_2(F(A)) \]
der under the simplicial map which represents the continuous map
\[ |d_{\sigma,\tau}| : S^1 \times S^1 \to |F(A)|^+ \]
This proves the desired result. \(\Box\)

6. THE HIGHER DETERMINANT OF A FINITELY SUMMABLE FREDHOLM MODULE

The explorations of the multiplicative structures in \(K\)-theory which we carried out in the last section shed new light on the calculation of the determinant invariant by means of the trace invariant. Let us explain ourselves. Our calculation of the determinant invariant followed a certain scheme: We found a lift in relative \(K\)-theory of the Steinberg symbol and applied the trace invariant to this lift. By the comparison result for the determinant invariant and the trace invariant, Theorem 3.22, we were then able to obtain the identity
\[ \det(e^A e^B e^{-A} e^{-B}) = e^{\text{Tr}[A,B]} \]
Here $A, B \in \mathcal{L}(H)$ was an almost commuting pair of operators. In the last section, we identified our lift, that is the relative Steinberg symbol, as a special instance of a general relative Loday product on relative $K$-theory; see Theorem 5.36. The Steinberg symbol in algebraic $K$-theory also identifies with the algebraic Loday product, see [25, Proposition 2.2.3]. There is therefore nothing mysterious in our choice of lift. What we did was simply to lift each of the invertibles $[e^x], [e^y] \in K_1(C^2[x, y])$ to the contractions $[\gamma_x], [\gamma_y] \in K_{1\text{rel}}(C^2[x, y])$. The relative Loday product

$$[\gamma_y] \ast_{\text{rel}} [\gamma_x] = \{ \gamma_x, \gamma_y \} \text{rel} \in K_{2\text{rel}}(C^2[x, y])$$

should then be a lift of the algebraic Loday product

$$[e^y] \ast [e^x] = \{ e^x, e^y \} \in K_2(C^2[x, y])$$

This is indeed true since the map

$$\theta : K_{1\text{rel}}(C^2[x, y]) \to K_*(C^2[x, y])$$

is a homomorphism of graded rings, see Theorem 5.32. In this section, we are going to apply this idea to obtain a higher dimensional analogue of the identity (23). We will of course need a higher dimensional version of the determinant invariant. However, the multiplicative character of A. Connes and M. Karoubi which we examined in Section 4 extends to the higher $K$-groups, see [9]. This seems to be an appropriate generalization since the two invariants coincide on the second algebraic $K$-group. We have explained this result in details in Section 4. See also the paper [16] at the end of the thesis. Let us start by introducing the multiplicative character on the higher $K$-groups.

6.1. The multiplicative character of a finitely summable Fredholm module. In general, the multiplicative character is a homomorphism

$$\mathcal{M}_F : K_n(A) \to \mathbb{C}/(2\pi i)^{\frac{n}{2}} \mathbb{Z}$$

associated with an $n$-summable Fredholm module over a $\mathbb{C}$-algebra $A$. It was originally defined by A. Connes and M. Karoubi in [9]. We will briefly review their construction in the case where $n = 2p$ is even. Notice that there are other ways of introducing this invariant. For example, one could, I believe, use the multiplicative $K$-groups of M. Karoubi together with the homomorphisms in multiplicative $K$-theory of D. Perrot induced by finitely summable Fredholm modules. In this respect, see [22] and [30].

Let $\mathcal{H}$ be a fixed separable infinite dimensional Hilbert space. We let $\mathcal{M}_{2p-1}$ denote the $\mathbb{C}$-algebra consisting of operators on the direct sum $\mathcal{H} \oplus \mathcal{H}$ with antidiagonal in the $2p^{th}$ Schatten ideal. Thus, the elements $x = (x_{ij}) \in \mathcal{M}$ are precisely the bounded operators on $\mathcal{H} \oplus \mathcal{H}$ which in their matrix representation have $x_{12}, x_{21} \in L^{2p}(\mathcal{H})$. The $\mathbb{C}$-algebra $\mathcal{M}_{2p-1}$ can be equipped with the Banach algebra norm $\| \cdot \| : \mathcal{M}_{2p-1} \to [0, \infty)$ given by

$$\| x \| = \| x \|_\infty + \| x_{12} \|_{2p} + \| x_{21} \|_{2p}$$

This turns $\mathcal{M}_{2p-1}$ into a Banach algebra. We can interpret $\mathcal{M}_{2p-1}$ as a universal odd $2p$-summable Fredholm algebra. Let us explain ourselves.

**Definition 6.1.** Let $A$ be a unital $\mathbb{C}$-algebra. By an odd $2p$-summable Fredholm module $(F, H)$ over $A$ we will understand a separable Hilbert space $H$, a unital algebra homomorphism $\pi : A \to \mathcal{L}(H)$ and a bounded operator $F \in \mathcal{L}(H)$ such that
(1) \( F = F^* \)
(2) \( F^2 = 1 \)
(3) \([F, \pi(a)] \in \mathcal{L}^{2p}(H) \) for all \( a \in A \).

When \( A \) is a unital Banach algebra we will say that the Fredholm module \((F, H)\) is continuous when the maps
\[
\pi : A \to \mathcal{L}(H) \quad \text{and} \quad a \mapsto [F, \pi(a)] \in \mathcal{L}^{2p}(H)
\]
are both continuous.

We will always assume that the Hilbert spaces \( PH \) and \((1 - P)H\) are infinite dimensional. Here \( P = (F + 1)/2 \) denotes the projection associated with the selfadjoint unitary operator \( F \in \mathcal{L}(H) \).

We let \( F_U \in \mathcal{L}(\mathcal{H} \oplus \mathcal{H}) \) denote the selfadjoint unitary given by the matrix
\[
F_U = \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}
\]
Furthermore, we have a representation \( \pi : \mathcal{M}^{2p-1} \to \mathcal{L}(\mathcal{H} \oplus \mathcal{H}) \) given by inclusion. The pair \((F_U, \mathcal{H} \oplus \mathcal{H})\) then becomes a continuous odd \(2p\)-summable Fredholm module over \( \mathcal{M}^{2p-1} \). It is universal in the following sense.

Let \((F, H)\) denote any odd \(2p\)-summable Fredholm module over the \( \mathbb{C} \)-algebra \( A \). Since the Hilbert space \( PH \) and \((1 - P)H\) are infinite dimensional we can identify both of them with the "universal" Hilbert space \( \mathcal{H} \). In this way we obtain an algebra homomorphism
\[
\pi_F : A \to \mathcal{L}(\mathcal{H} \oplus \mathcal{H})
\]
which is well defined up to conjugation by unitary operators. The condition on the commutator \([F, \pi(a)] \in \mathcal{L}^{2p}(H)\) ensures that the representation \( \pi_F : A \to \mathcal{L}(\mathcal{H} \oplus \mathcal{H}) \) factorizes through the Banach algebra \( \mathcal{M}^{2p-1} \). Furthermore, whenever the Fredholm module \((F, H)\) is continuous the associated algebra homomorphism
\[
\pi_F : A \to \mathcal{M}^{2p-1}
\]
is continuous as well.

By a theorem of A. Connes each continuous odd \(2p\)-summable Fredholm module gives rise to a homomorphism on continuous cyclic homology.

**Theorem 6.2.** [7, I 7. Lemma 2] Let \((F, H)\) denote a continuous odd \(2p\)-summable Fredholm module over a unital Banach algebra \( A \). The multilinear map given by
\[
\tau_F : (a^0, a^1, \ldots, a^{2p-1}) \mapsto -\frac{1}{2^{2p} \cdot (2p-1)!} \text{Tr}(F[F, a^0][F, a^1] \cdots [F, a^{2p-1}])
\]
then determines a character \( \tau_F : HC_{2p-1}(A) \to \mathbb{C} \) on continuous cyclic homology.

The rational constant \(-\frac{1}{2^{2p} \cdot (2p-1)!}\) is chosen in such a way that the multiplicative character which we are going to define agrees with the one defined in [9]. The extra factor \(-\frac{1}{2^{2p-1} \cdot (2p-1)!}\) is due to the different definitions of the relative Chern character; compare [35, Section 3] and Definition 6.3.

We let \( \tau_{2p-1} : HC_{2p-1}(\mathcal{M}^{2p-1}) \to \mathbb{C} \) denote the character associated with the universal odd continuous \(2p\)-summable Fredholm module \((F_U, \mathcal{H} \oplus \mathcal{H})\) over \( \mathcal{M}^{2p-1} \). For any odd continuous
2p-summable Fredholm module \((F, H)\) over a unital Banach algebra \(A\) we then get the following commutative diagram

\[
\begin{array}{ccc}
HC_{2p-1}(A) & \xrightarrow{(\pi_F)_*} & HC_{2p-1}(\mathcal{M}^{2p-1}) \\
\tau_F \downarrow & & \tau_{2p-1} \downarrow \\
\mathbb{C} & \xrightarrow{\pi_1} & \mathbb{C}
\end{array}
\]

(24)

The above characters are important to us because of their connection with \(K\)-theory. The link between \(K\)-theory and cyclic homology is established by Chern characters. We will concentrate on the relative Chern character

\[
\text{ch}^{\text{rel}} : K_n^{\text{rel}}(A) \to HC_{n-1}(A)
\]

This natural homomorphism was originally introduced by M. Karoubi in a differential geometric context, see [21]. We will use the simplicial version of the relative Chern character which can be found in [9]. We should mention that there exists at least one more equivalent definition of this homomorphism due to M. Karoubi, see [22, Section 4.2]. In this respect one should also mention the article [40] by C. Weibel.

Let us fix a unital Banach algebra \(A\). Recall that the relative \(K\)-theory is the homotopy groups of the pointed, connected \(CW\)-complex \(|R(A)|^+\). We thus have a Hurewicz homomorphism

\[
h_n : K_n^{\text{rel}}(A) = \pi_n(|R(A)|^+) \to H_n(|R(A)|^+) \cong H_n(R(A))
\]

with values in the homology of the simplicial set \(R(A)\).

The connection between the homology of the simplicial set \(R(A)\) and cyclic homology is given by a chain map of degree minus one,

\[
L : R_m(A)_n \to C_{n-1}(M_m(A))
\]

\[
L(\sigma) = \frac{1}{n} \sum_{s \in \Sigma_n} \text{sgn}(s) \int_{\Delta^n} \Gamma_{s(1)}(\sigma) \otimes \ldots \otimes \Gamma_{s(n)}(\sigma) dt_1 \ldots dt_n
\]

See [35]. Here we have use the notation

\[
\Gamma_i(\sigma) = \frac{\partial \sigma}{\partial t_i} \cdot \sigma^{-1} : \Delta^n \to M_m(A)
\]

for any smooth map \(\sigma : \Delta^n \to GL_m(A)\). Note that the above chain map only makes sense for smooth elements in \(R_m(A)_n\). This is not a problem, since at the level of homology we can choose to work only with smooth maps. See [17, Lemma 3.2]. By the logarithm we will refer to the induced homomorphism

\[
L : H_n(R(A)) \to \lim_{m \to \infty} HC_{n-1}(M_m(A))
\]

The direct limit is taken over the continuous algebra homomorphisms \(T \mapsto T \oplus 0\).

The generalized trace brings us from the continuous cyclic homology of the matrices to the continuous cyclic homology of the unital Banach algebra,

\[
\text{TR} : \lim_{m \to \infty} HC_{n-1}(M_m(A)) \to HC_{n-1}(A)
\]
This homomorphism is given by the formula
\[ \text{TR} : u_0a_0 \otimes \ldots \otimes u_{n-1}a_{n-1} \mapsto \text{Tr}(u_0 \cdot \ldots \cdot u_{n-1})a_0 \otimes \ldots \otimes a_{n-1} \]
for any \( a_0, \ldots, a_{n-1} \in A \) and \( u_0, \ldots, u_{n-1} \in M_m(\mathbb{C}) \). See for example, [26, Section 1.2]. We can thus make the following definition.

**Definition 6.3.** Let \( A \) be a unital Banach algebra. By the relative Chern character we will understand the homomorphism
\[ \text{ch}^{\text{rel}} : K_{2p}^{\text{rel}}(A) \to HC_{n-1}(A) \]
\[ \text{ch}^{\text{rel}} = \text{TR} \circ L \circ h_n \]
given by the composition of the Hurewicz homomorphism, the logarithm and the generalized trace.

Disposing over a continuous odd \( 2p \)-summable Fredholm module \((F, H)\) over the unital Banach algebra \( A \) we can form an invariant of relative \( K \)-theory.

**Definition 6.4.** By the additive character of the continuous odd \( 2p \)-summable Fredholm module \((F, H)\) over the unital Banach algebra \( A \) we will understand the homomorphism
\[ \mathcal{A}_F : K_{2p}^{\text{rel}}(A) \to \mathbb{C} \quad \quad \mathcal{A}_F = \tau_F \circ \text{ch}^{\text{rel}} \]

By naturality of the relative Chern character and the commutativity of the diagram (24) we get the commutative diagram
\[
\begin{array}{ccc}
K_{2p}^{\text{rel}}(A) & \xrightarrow{(\tau_F)_*} & K_{2p}^{\text{rel}}(\mathcal{M}^{2p-1}) \\
\mathcal{A}_F & \downarrow & \downarrow \mathcal{A}_{2p-1} \\
\mathbb{C} & = & \mathbb{C}
\end{array}
\]

Here \( \mathcal{A}_{2p-1} : K_{2p}^{\text{rel}}(\mathcal{M}^{2p-1}) \to \mathbb{C} \) denotes the additive character associated with the universal Fredholm module \((F_U, \mathcal{L}(\mathcal{H} \oplus \mathcal{H}))\) over \( \mathcal{M}^{2p-1} \).

In [9, Théorème 2.8] the topological \( K \)-groups of the unital Banach algebra \( \mathcal{M}^{2p-1} \) are computed.

**Lemma 6.5.** For any \( p \in \mathbb{N} \) the topological \( K \)-theory of \( \mathcal{M}^{2p-1} \) is given by
\[ K_0^{\text{top}}(\mathcal{M}^{2p-1}) = \{0\} \quad \quad K_1^{\text{top}}(\mathcal{M}^{2p-1}) = \mathbb{Z} \]

In the case of the unital Banach algebra \( \mathcal{M}^{2p-1} \) the long exact sequence of \( K \)-groups from Theorem 5.16 then reads
\[ \ldots \xrightarrow{\theta} K_{2p+1}(\mathcal{M}^{2p-1}) \xrightarrow{\mathbb{Z}} K_{2p}^{\text{rel}}(\mathcal{M}^{2p-1}) \xrightarrow{\tau} K_{2p}(\mathcal{M}^{2p-1}) \xrightarrow{\theta} K_{2p}(\mathcal{M}^{2p-1}) \xrightarrow{\mathbb{Z}} 0 \]

In particular, the homomorphism \( \theta : K_{2p}^{\text{rel}}(\mathcal{M}^{2p-1}) \to K_{2p}(\mathcal{M}^{2p-1}) \) is surjective. Furthermore, since both the boundary map and the universal additive character are homomorphisms we get that
\[ \text{Im}(\mathcal{A}_{2p-1} \circ \mathbb{Z}) = c\mathbb{Z} \subseteq \mathbb{C} \]
where \( c \in \mathbb{C} \) is some constant. In [9] this constant is calculated to be \( c = (2\pi i)^p \). These results allows us to define the multiplicative character.
Definition 6.6. By the universal odd $2p$-summable multiplicative character we will understand the homomorphism

$$\mathcal{M}_{2p-1} : K_{2p}(\mathcal{M}^{2p-1}) \to \mathbb{C}/(2\pi i)^p\mathbb{Z}$$

given by

$$\mathcal{M}_{2p-1}(\theta(y)) = [A_{2p-1}(y)]$$

Here $[\cdot] : \mathbb{C} \to \mathbb{C}/(2\pi i)^p\mathbb{Z}$ denotes the quotient map.

In particular, let $(F, H)$ be an odd $2p$-summable Fredholm module over a $C^*$-algebra $A$. By the multiplicative character of the Fredholm module we will understand the homomorphism

$$\mathcal{M}_F : K_{2p}(A) \to \mathbb{C}/(2\pi i)^p\mathbb{Z} \quad \mathcal{M}_F = \mathcal{M}_{2p-1} \circ (\pi_F)_*$$

Here $(\pi_F)_* : K_{2p}(A) \to K_{2p}(\mathcal{M})^{2p-1}$ denotes the homomorphism on algebraic $K$-theory induced by the representation $\pi_F : A \to \mathcal{M}^{2p-1}$.

In the following we will address the question of calculating this homomorphism on the higher $K$-groups. This brings us to the heart of the second article attached at the end of the thesis.

6.2. The multiplicative properties of the relative Chern character. Let $A$ and $B$ be unital Banach algebras. We saw in Section 5.3 that the relative $K$-theory could be equipped with an exterior Loday product

$$s_{n+m}^\text{rel} : K_n^\text{rel}(A) \times K_m^\text{rel}(B) \to K_{n+m}^\text{rel}(A \otimes \pi B)$$

Furthermore, we saw in the last section that the relative $K$-theory was related to continuous cyclic homology by means of a relative Chern character

$$\text{ch}_{n+m}^\text{rel} : K_n^\text{rel}(A) \to HC_{n-1}(A)$$

It is natural to ask for an exterior product on continuous cyclic homology which corresponds to the exterior relative Loday product. Since the relative Chern character has degree minus one such a product should have degree plus one. Such a product does indeed exist and it is the correct analogue of the relative Loday product. The main concern of this section is to expose this multiplicative result. We start by reviewing some results concerning the product of degree one in cyclic homology. We refer to [26] for further details on these matters.

Let $A$ be a unital Banach algebra. Recall that $C_*(A)$ denotes the completed Hochschild chains. We let

$$x' : C_n(A) \otimes_{\mathbb{C}} C_m(A) \to C_{n+m}(A)$$

denote the map given by

$$(a_0 \otimes a_1 \otimes \ldots \otimes a_n) \otimes (b_0 \otimes a_{n+1} \otimes \ldots \otimes a_{n+m}) = \sum_{s \in \Sigma_{n,m}} \text{sgn}(s)a_0b_0 \otimes a_{s(1)} \otimes \ldots \otimes a_{s(n+m)}$$

Here $\Sigma_{(n,m)}$ denotes the set of $(n,m)$-shuffles. To be precise, $s \in \Sigma_{n+m}$ is an $(n,m)$-shuffle precisely when the associated map $s : \{1, \ldots, n+m\} \to \{1, \ldots, n+m\}$ is strictly increasing on each of the subsets $\{1, \ldots, n\}$ and $\{n+1, \ldots, n+m\}$.

Now, let $B$ denote another unital Banach algebra. We then have the chain maps

$$1_A \otimes : C_*(B) \to C_*(A \otimes \pi B) \quad \text{and} \quad \cdot \otimes 1_B : C_*(A) \to C_*(A \otimes \pi B)$$
given by the formulas
\[ 1_A \otimes (b_0 \otimes \ldots \otimes b_n) = (1_A \otimes b_0) \otimes \ldots \otimes (1_A \otimes b_n) \quad \text{and} \]
\[ (a_0 \otimes \ldots \otimes a_n) \otimes 1_B = (a_0 \otimes 1_B) \otimes \ldots \otimes (a_n \otimes 1_B) \]

**Definition 6.7.** Let \( A \) and \( B \) be unital Banach algebras. By the completed exterior shuffle product we will understand the application
\[ \times : C_n(A) \otimes \mathbb{C} C_m(B) \to C_{n+m}(A \otimes \pi B) \]
\[ \times' = \times' \circ \left( \cdot \otimes 1_B \otimes (1_A \otimes \cdot) \right) \]

The Hochschild boundary is a graded derivation with respect to the exterior shuffle product.

**Lemma 6.8.** [26, Proposition 4.2.2] We have the identity
\[ b(x \times y) = b(x) \times y + (-1)^n x \times b(y) \]
for any \( x \in C_n(A) \) and \( y \in C_m(B) \).

This exterior shuffle product does not behave nicely with respect to the cyclic operator. Therefore, it will not descend to the level of cyclic homology. We can however modify the exterior shuffle product in the following way. We will make use of the following operators
\[ N : C_*(A) \to C_*(A) \quad \text{and} \quad s : C_*(A) \to C_{*+1}(A) \]
called the norm operator and the extra degeneracy respectively. In degree \( n \in \mathbb{N} \cup \{0\} \) they are given by the formulas
\[ N = 1 + t + \ldots + t^n \quad \text{and} \quad s(a_0 \otimes \ldots \otimes a_n) = 1 \otimes a_0 \otimes \ldots \otimes a_n \]

Here \( t : C_*(A) \to C_*(A) \) denotes the cyclic operator. See Section 3.3.2.

**Definition 6.9.** By the completed exterior product of degree one on cyclic homology we will understand the bilinear map
\[ \ast : C_n^\lambda(A) \otimes \mathbb{C} C_m^\lambda(B) \to C_{n+m+1}^\lambda(A \otimes \pi B) \]
given by
\[ x \ast y = x \times (sN y) \]
for each \( x \in C_n^\lambda(A) \) and \( y \in C_m^\lambda(B) \).

The exterior product of degree one is a well defined map by [26, Theorem 4.4.2], see also [17, Section 2.3]. Let us investigate its behaviour with respect to the Hochschild boundary.

**Lemma 6.10.** For each \( x \in C_n^\lambda(A) \) and each \( y \in C_m^\lambda(B) \) we have the identity
\[ b(x \ast y) = b(x) \ast y + (-1)^{n+1} x \ast b(y) \]

The Hochschild boundary is thus a (shifted) graded derivation with respect to the product of degree one.

**Proof.** We start by noting the identities
\[ b s = 1 - t - s b' \quad \text{and} \quad b' N = N b \]
Here \( b' : C_n(A) \to C_{n-1}(A) \) denotes the differential in the continuous bar complex, see Section 3.3.2. It now follows from Lemma 6.8 that
\[
b(x \ast y) = b(x \times (sNy)) = b(x) \ast y + (−1)^n x \times b(sNy) = b(x) \ast y + (−1)^{n+1} x \ast b(y)
\]
This proves the Lemma. \( \square \)

In particular, we get an induced map on cyclic homology
\[
*: HC_n(A) \otimes \mathbb{C} HC_m(B) \to HC_{n+m+1}(A \otimes \pi B)
\]
This is the multiplicative structure which we are interested in. Before we proceed, we should note that the exterior product of degree one is natural in \( A \) and \( B \), bilinear, associative and graded commutative at the level of complexes. See [26, Section 4.4.5] and [17, Section 2.3]. We can now state the main result of this section.

**Theorem 6.11.** The relative Chern character respects the exterior products. That is, we have the identity
\[
ch^{rel}(x \ast^{rel} y) = ch^{rel}(x) \ast ch^{rel}(y)
\]
for each \( x \in K_n^{rel}(A) \) and each \( y \in K_m^{rel}(B) \).

**Proof.** This result is carefully proved in [17, Section 4]. \( \square \)

Suppose that we have a commutative unital Banach algebra, \( A \). In this case the product yields a continuous unital algebra homomorphism \( m : A \otimes \pi A \to A \). We can thus form the interior product of degree one
\[
m_\ast \circ * : HC_n(A) \otimes \mathbb{C} HC_m(A) \to HC_{n+m+1}(A)
\]
The interior product of degree one is also denoted by \( \ast \).

**Corollary 6.12.** Let \( A \) be a commutative unital Banach algebra. The relative Chern character is a homomorphism of graded commutative rings,
\[
ch^{rel} : K_*^{rel}(A) \to HC_*(A)[1]
\]
**Proof.** This follows by naturality of the relative Chern character and Theorem 6.11. \( \square \)

**6.3. A calculation of the multiplicative character.** We are interested in the following scenario. Assume that \( (F, H) \) is a continuous odd \( 2p \)-summable Fredholm module \( (F, H) \) over a commutative unital Banach algebra \( A \). Let us take \( 2p \) elements in the path component of the identity, \( g_0, g_1, \ldots, g_{2p−1} \in GL_0(A) \). We will then give an explicit formula for the application of the multiplicative character
\[
\mathcal{M}_F : K_{2p}(A) \to \mathbb{C}/(2\pi i)^p \mathbb{Z}
\]
to the interior Loday product of the invertibles, \( [x] = [g_0] \ast \ldots \ast [g_{2p−1}] \in K_{2p}(A) \). This is possible for the following reasons:
(1) We can find an explicit element \([y] \in K_{2p}^\text{rel}(A)\) such that \(\theta[y] = [x] \in K_{2p}(A)\). Namely, by Theorem 5.32 we can choose the lift as an interior relative Loday product of lifts of the invertibles \(g_0, \ldots, g_{2p-1} \in GL_0(A)\). Each of the individual lifts is given by a path \(\gamma_i : [0, 1] \to GL(A)\) with \(\gamma_i(0) = 1\) and \(\gamma_i(1) = g_i^{-1}\). Thus, we let \([y] = [\gamma_0] \cdot \ldots \cdot [\gamma_{2p-1}]\).

It follows that
\[
\theta[y] = \theta[\gamma_0] \cdot \ldots \cdot \theta[\gamma_{2p-1}] = [g_0] \cdot \ldots \cdot [g_{2p-1}] = [x]
\]

(2) We can calculate the relative Chern character of the lift \([y] \in K_n^\text{rel}(A)\). Namely, by Theorem 6.12 this is a question of applying the relative Chern character to each of the contractions \(\gamma_i : [0, 1] \to GL(A)\). The desirable cycle in cyclic homology is then found by taking interior products at the level of cyclic homology.

What is left is then only to apply the homomorphism \([\tau_F] : HC_{n-1}(A) \to \mathbb{C}/(2\pi i)^p\mathbb{Z}\) to the relevant cycle. Let us see what we get...

We start by defining the form
\[
\langle \cdot, \ldots, \cdot \rangle_F : M_\infty(A) \wedge \ldots \wedge M_\infty(A) \to \mathbb{C}
\]

by the assignment
\[
\langle a_0, \ldots, a_{2p-1} \rangle_F = -\frac{1}{(p-1)!} \sum_{s \in S_{2p-1}} \text{sgn}(s) \text{Tr}([P\text{TR}(a_0)P, P\text{TR}(a_{s(1)})P] \cdot \ldots \cdot [P\text{TR}(a_{s(2p-2)})P, P\text{TR}(a_{s(2p-1)})P])
\]

Here \(P = \frac{F_{p+1}}{2}\) denotes the projection associated with the Fredholm module. Furthermore, \(S_{2p-1}\) denotes the subset of permutations \(s \in S_{2p-1}\) which satisfy \(s(2i) < s(2i+1)\) for all \(i \in \{1, \ldots, p-1\}\). We would like the reader to notice that the commutator
\[
[P\text{TR}(a)P, P\text{TR}(b)P] \in \mathcal{L}^p(H)
\]

is in the \(p\)th Schatten ideal for any \(a, b \in M_\infty(A)\). This follows from the commutator condition on the Fredholm module \((F, H)\) and the commutativity assumption on \(A\). Indeed,
\[
[P\text{TR}(a)P, P\text{TR}(b)P] = P\text{TR}(a)[P, \text{TR}(b)]P + P\text{TR}(b)[\text{TR}(a), P]P
\]
\[
= [P, \text{TR}(a)][P, \text{TR}(b)]P - [P, \text{TR}(b)][P, \text{TR}(a)]P
\]
\[
\in \mathcal{L}^p(H)
\]

Now, for each smooth path \(\gamma : [0, 1] \to GL(A)\) with \(\gamma(0) = 1\) we let \(l(\gamma) \in M_\infty(A)\) denote the matrix
\[
l(\gamma) = \int_0^1 \frac{d\gamma}{dt} \gamma^{-1} dt
\]

Furthermore, for each \(a \in M_\infty(A)\) we let \(\gamma_a \in [0, 1] \to GL(A)\) denote the smooth path
\[
\gamma_a(t) = e^{-ta}
\]

We then have the important identity
\[
l(\gamma_a) = -a
\]
Recall that the additive character of the continuous Fredholm module is given by
\[ A_F : K_{2p}^{\text{rel}}(A) \to \mathbb{C} \quad A_F = \tau_F \circ \chi_{\text{rel}} \]
We can calculate this invariant explicitly on relative Loday products. Indeed, the following theorem is a consequence of [17, Theorem 5.1] and [17, Theorem 5.3].

**Theorem 6.13.** Let \( A \) be a commutative unital Banach algebra and suppose that \((F, H)\) is a continuous odd 2p-summable Fredholm module over \( A \). Let \( \gamma_0, \ldots, \gamma_{2p-1} : [0, 1] \to GL(A) \) be smooth paths with \( \gamma_i(0) = 1 \). We then have the formula
\[ A_F([\gamma_0] \ast^{\text{rel}} \cdots \ast^{\text{rel}} [\gamma_{2p-1}]) = \langle l(\gamma_0), \ldots, l(\gamma_{2p-1}) \rangle_F \]
for the application of the additive character to the interior relative Loday product of the classes \([\gamma_0], \ldots, [\gamma_{2p-1}] \in K_{2p}^{\text{rel}}(A)\). In particular, for \( a_0, \ldots, a_{2p-1} \in M_\infty(A) \) we get that
\[ A_F([\gamma_{a_0} \ast^{\text{rel}} \cdots \ast^{\text{rel}} [\gamma_{a_{2p-1}}]) = \langle a_0, \ldots, a_{2p-1} \rangle_F \]
Using the above theorem we get a couple of desirable properties for the form
\[ \langle \cdot, \ldots, \cdot \rangle_F : M_\infty(A) \wedge \ldots \wedge M_\infty(A) \to \mathbb{C} \]
directly from the corresponding properties of the relative Loday product and the relative \( K \)-groups.

**Corollary 6.14.** Let \( \gamma_0, \ldots, \gamma_{2p-1}, \tau : [0, 1] \to GL(A) \) be smooth paths with \( \gamma_i(0) = 1 = \tau(0) \) and let \( s \in \Sigma_{2p} \) be a permutation. We then have the identities
\[
\langle l(\gamma_s(0)), \ldots, l(\gamma_s(2p-1)) \rangle_F
= \text{sgn}(s) \langle l(\gamma_0), \ldots, l(\gamma_{2p-1}) \rangle_F
\]
\[
\langle l(\gamma_0), \ldots, l(\gamma_i \cdot \tau), \ldots, l(\gamma_{2p-1}) \rangle_F
= \langle l(\gamma_0), \ldots, l(\gamma_i), \ldots, l(\gamma_{2p-1}) \rangle_F + \langle l(\gamma_0), \ldots, l(\tau), \ldots, l(\gamma_{2p-1}) \rangle_F
\]
in the complex numbers.

**Proof.** This follows directly from the multilinearity and graded commutativity of the relative Loday product. See Theorem 5.29. \( \square \)

**Corollary 6.15.** Let \( \gamma_0, \ldots, \gamma_{2p-1}, \tau : [0, 1] \to GL(A) \) be smooth paths with \( \gamma_i(0) = 1 = \tau(0) \). Suppose that there exists an element \( \sigma \in F(A) = [R(A), R(A)] \) such that \( \gamma_i \cdot \sigma \sim \tau \). Here \( \sim \) denotes the equivalence relation given by homotopies with fixed endpoints. We then have the identity
\[ \langle l(\gamma_0), \ldots, l(\gamma_i), \ldots, l(\gamma_{2p-1}) \rangle_F = \langle l(\gamma_0), \ldots, l(\tau), \ldots, l(\gamma_{2p-1}) \rangle_F \]
in the complex numbers.

**Proof.** This follows immediately since the quantity
\[ \langle l(\gamma_0), \ldots, l(\gamma_i), \ldots, l(\gamma_{2p-1}) \rangle_F \]
only depends on the classes of \( \gamma_0, \ldots, \gamma_{2p-1} \) in the first relative \( K \)-group. \( \square \)
Recall that the multiplicative character is given by the formula
\[ \mathcal{M}_F(\theta[y]) = [A_F[y]] \in \mathbb{C}/(2\pi i)^p\mathbb{Z} \]
on the image of \( \theta : K^\text{rel}_{2p}(A) \to K_2(A) \). Here \([\cdot] : \mathbb{C} \to \mathbb{C}/(2\pi i)^p\mathbb{Z} \) denotes the quotient map. We can calculate this invariant explicitly on Loday products.

**Theorem 6.16.** [17, Theorem 5.4] Let \( A \) be a commutative unital Banach algebra and suppose that \((F, H)\) is a continuous odd \(2p\)-summable Fredholm module over \( A \). Let \( g_0, \ldots, g_{2p-1} \in GL_0(A) \) be invertibles in the path component of the identity. Let \( \gamma_0, \ldots, \gamma_{2p-1} : [0, 1] \to GL(A) \) denote some smooth paths with \( \gamma_i(0) = 1 \) and \( \gamma_i(1) = g_i^{-1} \). We then have the formula
\[ \mathcal{M}_F([g_0] \ast \ldots \ast [g_{2p-1}]) = \langle l(\gamma_0), \ldots, l(\gamma_{2p-1}) \rangle_F \]
for the application of the multiplicative character to the interior Loday product of the classes \([g_0], \ldots, [g_{2p-1}] \in K_1(A)\). In particular, for \( a_0, \ldots, a_{2p-1} \in M_\infty(A) \) we get that
\[ \mathcal{M}_F([e^{a_0}] \ast \ldots \ast [e^{a_{2p-1}}]) = \langle a_0, \ldots, a_{2p-1} \rangle_F \]
(25)

Let us stop for a moment and discuss the above result. We would like to mention a couple of things which we find interesting. Let us begin by underlining the similarity with the identity
\[ \det(e^A e^B e^{-A} e^{-B}) = e^{\text{Tr}[A,B]} \] (26)
Here \( A, B \in \mathcal{L}(H) \) are operators with trace class commutator. In Section 3.2 we identified the left hand side of (26) as the application of the determinant invariant \( d_{A,B} : K_2(C^2[x, y]) \to \mathbb{C}^* \) to the Steinberg symbol \( \{e^x, e^y\} \in K_2(C^2[x, y]) \). That is
\[ d_{A,B}\{e^x, e^y\} = \det(e^A e^B e^{-A} e^{-B}) \]
Furthermore, we identified the trace of the commutator as the value of a trace invariant \( \tau_{A,B} : K^\text{rel}_2(C^2[x, y]) \to \mathbb{C} \) on a relative Steinberg symbol, \( \{\gamma_x, \gamma_y\}^\text{rel} \in K^\text{rel}_2(C^2[x, y]) \). That is
\[ \tau_{A,B}\{\gamma_x, \gamma_y\}^\text{rel} = \text{Tr}[A, B] \]
By the comparison result, Theorem 3.22, and the fact that \( \theta\{\gamma_x, \gamma_y\}^\text{rel} = \{e^x, e^y\} \) we could then obtain the identity (26). In Section 4 we were then establishing the link between the determinant invariant and the multiplicative character. That is, we were able to associate a determinant invariant \( d_F : K_2(B) \to \mathbb{C}^* \) and a surjective algebra homomorphism \( R_F : A \to B \) to each odd \(2p\)-summable Fredholm module over the \( \mathbb{C} \)-algebra \( A \). We could then prove the commutativity of the diagram
\[
\begin{align*}
K_2(A) \xrightarrow{(R_F)^*} & K_2(B) \\
\mathcal{M}_F \downarrow & \quad \downarrow d_F \\
\mathbb{C}/(2\pi i)\mathbb{Z} & \xrightarrow{\exp} \mathbb{C}^*
\end{align*}
\]
See Corollary 4.9. In company with the comparison theorem this was essentially done by showing the coincidence of a universal trace invariant and a universal additive character of
2-summable Fredholm modules. In particular, assuming that \((F, H)\) is a continuous odd 2-summable Fredholm module over a commutative Banach algebra \(A\) we get the identity

\[
(\exp \circ \mathcal{M}_F)\{e^a, e^b\} = (d_F \circ (R_F)_*)\{e^a, e^b\} = d_F\{q(P\pi(e^a)P), q(P\pi(e^b)P)\} = \exp \{\text{Tr}[P\pi(a)P, P\pi(b)P]\}
\]

Or equivalently, \(\mathcal{M}_F\{e^a, e^b\} = \text{Tr}[P\pi(a)P, P\pi(b)P] \in \mathbb{C}/(2\pi i)\mathbb{Z}\). Finally, since the Steinberg symbol is a special instance of the interior Loday product we get the identity

\[
\mathcal{M}_F([e^b * [e^a]]) = \text{Tr}[P\pi(a)P, P\pi(b)P] \in \mathbb{C}/(2\pi i)\mathbb{Z}
\]

This is precisely the result of Theorem 6.16 when \(p = 1\). This seems to justify the interpretation of the formula (25) as a higher dimensional analogue of the formula (26). Furthermore, the odd multiplicative character could be seen as a generalization of the determinant invariant to the higher algebraic \(K\)-groups.

Let us continue our investigation of the result in Theorem 6.16. Remark that the left hand side of equation (25) only depends on the exponentials \(e^{a_0}, \ldots, e^{a_{2p-1}} \in GL_0(A)\). However, the right hand side only depends on the logarithms \(a_0, \ldots, a_{2p-1} \in M_\infty(A)\). Therefore, suppose that \(b_i \in M_\infty(A)\) is another matrix over \(A\) with \(e^{b_i} = e^{a_i}\). We then get that the difference

\[
\langle a_0, \ldots, a_i, \ldots, a_{2p-1}\rangle_F - \langle a_0, \ldots, b_i, \ldots, a_{2p-1}\rangle_F \in (2\pi i)^p\mathbb{Z}
\]

is contained in the additive subgroup \((2\pi i)^p\mathbb{Z} \subseteq \mathbb{C}\) of the complex numbers. Actually we have an even stronger invariance results.

**Corollary 6.17.** Let \(\gamma_0, \ldots, \gamma_{2p-1} : [0, 1] \to GL(A)\) be smooth paths with \(\gamma_i(0) = 1\). Suppose that \(\tau_i : [0, 1] \to GL(A)\) is a smooth path with \(\tau_i(0) = 1\) and \(\tau_i(1) = \gamma_i(1)h\) where \(h \in E(A)\) is some elementary matrix. The difference

\[
\langle l(\gamma_0), \ldots, l(\gamma_i), \ldots, l(\gamma_{2p-1}) \rangle - \langle l(\gamma_0), \ldots, l(\tau_i), \ldots, l(\gamma_{2p-1}) \rangle \in (2\pi i)^p\mathbb{Z}
\]

is then contained in the additive subgroup \((2\pi i)^p\mathbb{Z} \subseteq \mathbb{C}\) of the complex numbers.

**Proof.** This follows from Theorem 6.16, and the fact that the multiplicative character only depends on the classes of the endpoints \(\gamma_i(1)^{-1} \in GL_0(A)\) in the first algebraic \(K\)-group.

We feel that we have justified the following definition.

**Definition 6.18.** Let \((F, H)\) be an odd 2\(p\)-summable Fredholm module over some commutative unital \(\mathbb{C}\)-algebra \(A\). By the higher determinant of \((F, H)\) we will understand the map

\[
det_F : GL(A)^{2p} \to \mathbb{C}/(2\pi i)^p\mathbb{Z}
\]

given by

\[
det_F(g_0, \ldots, g_{2p-1}) = \mathcal{M}_F([g_0] * \ldots * [g_{2p-1}])
\]

We then get a couple of desirable properties for the higher determinant straight from the corresponding properties of the Loday product and the first algebraic \(K\)-group.
**Corollary 6.19.** Let \( g_0, \ldots, g_{2p-1}, h \in GL(A) \), let \( s \in \Sigma_{2p} \) be a permutation and let \( e \in E(A) \) be some elementary matrix. We then have the identities
\[
\det_F(g_{s(0)}, \ldots, g_{s(2p-1)}) = \text{sgn}(s) \det_F(g_0, \ldots, g_{2p-1})
\]
\[
\det_F(g_0, \ldots, g_i \cdot h, \ldots, g_{2p-1}) = \det_F(g_0, \ldots, g_i, \ldots, g_{2p-1}) + \det_F(g_0, \ldots, h, \ldots, g_{2p-1})
\]
\[
\det_F(g_0, \ldots, g_i e, \ldots, g_{2p-1}) = \det_F(g_0, \ldots, g_{2p-1})
\]

Now, let \( A \) be a commutative unital Banach algebra and let \((F, H)\) be a continuous \( 2p \)-summable Fredholm module over \( A \). It follows from the last corollary and Theorem 6.16 that the higher determinant is calculizable on the path component of the identity. This is due to the fact that each element in \( GL_0(A) \) can be obtained as a product of exponentials, see [1, Proposition 3.4.3]. In the next section we will consider a concrete example and thus make the explicit formula for the determinant even more tangible.

7. THE DETERMINANT OF AN ODD DIMENSIONAL TORUS

As mentioned above we will now consider a very concrete example, namely the case of an odd dimensional torus, \( T^{2p-1} \). We will construct a continuous odd \( 2p \)-summable Fredholm module \((F, H)\) over the unital Banach algebra \( C^p + 2(T^{2p-1}) \) which arises from the geometry of the torus. We will then see that the evaluation of the associated character
\[
\tau_F : HC_{2p-1}(C^p + 2(T^{2p-1})) \rightarrow \mathbb{C}
\]
on the Hochschild cycle
\[
x = \sum_{s \in \Sigma_{2p-1}} f_0 \otimes f_{s(1)} \otimes \ldots \otimes f(s(2p-1)) = f_0 \ast \ldots \ast f_{2p-1}
\]
is given by the integral
\[
\tau_F(x) = C \int_{T^{2p-1}} f_0 df_{f_1} \wedge \ldots \wedge df_{f_{2p-1}}
\]
Here \( f_0, \ldots, f_{2p-1} \in C^p + 2(T^{2p-1}) \) are any \( C^p + 2 \)-functions on the torus and
\[
C = -\frac{\Omega_n}{n(2\pi)^n} \frac{(-i)^p (2p-1)!}{2p+1(p-1)!} \in \mathbb{C} \quad n := 2p - 1
\]
is a constant. It follows that the higher determinant of the above Fredholm module is given by the formula
\[
\det_F(e^{f_0}, \ldots, e^{f_{2p-1}}) = [\tau_F(f_0 \ast \ldots \ast f_{2p-1})] = [C \int_{T^{2p-1}} f_0 df_{f_1} \wedge \ldots \wedge df_{f_{2p-1}}] \in \mathbb{C}/(2\pi i)^p \mathbb{Z}
\]
Here \([ \cdot ] : \mathbb{C} \rightarrow \mathbb{C}/(2\pi i)^p \mathbb{Z}\) denotes the quotient map. In particular the higher determinant is surjective in this case. In order to perform this calculation (in an understandable way) we will need to introduce the reader to some concepts and results from noncommutative geometry. We will use [8] and [11] as our main references. We should note that the above calculation of the Chern character over the torus is by no means new. See for example [23]. Furthermore, there should be no problems in replacing this specific manifold by any odd dimensional compact spin manifold without boundary. We would in this general case obtain a similar formula. See the
remark after [11, Theorem 10.32]. We have chosen the case of a torus to keep things as simple as possible.

7.1. Preliminaries from noncommutative geometry.

7.1.1. The Dixmier trace. Let $H$ be a separable Hilbert space. The Dixmier trace is a trace defined on a certain ideal, $\mathcal{L}^{1+}(H)$, in the bounded operators, $\mathcal{L}(H)$. In general, the Dixmier trace of an operator will depend on the choice of a limiting procedure. In noncommutative geometry it is considered as a noncommutative integral. We will need it for our calculation of the higher determinant.

**Definition 7.1.** By the Dixmier trace ideal we will understand the subset of the compact operators given by

$$\mathcal{L}^{1+}(H) = \{T \in \mathcal{K}(H) \mid \sup_{n \geq 2} \frac{\sigma_n(T)}{\log(n)} < \infty\}$$

Here $\sigma_n(T) = s_0(T) + \ldots + s_{n-1}(T)$ denotes a partial sum of the singular values of $T$.

We recall the well known inequalities

$$\sigma_n(T + S) \leq \sigma_n(T) + \sigma_n(S) \quad \text{and} \quad \sigma_n(ATB) \leq \|A\|_{\infty} \sigma_n(T) \|B\|_{\infty}$$

which are valid for any compact operators $T, S \in \mathcal{K}(H)$ and bounded operators $A, B \in \mathcal{L}(H)$. These inequalities ensure us that the Dixmier trace ideal is really an ideal in $\mathcal{L}(H)$. Furthermore, it becomes a Banach $\ast$-algebra when equipped with the norm

$$\| \cdot \|_1^+ : \mathcal{L}^{1+}(H) \to [0, \infty) \quad \|T\|_1^+ = \sup_{n \geq 2} \frac{\sigma_n(T)}{\log(n)}$$

Note that the Dixmier trace ideal is closed under adjoints since $T \in \mathcal{K}(H)$ and $T^* \in \mathcal{K}(H)$ have the same sequence of singular values.

In many examples we get operators which are not in the Dixmier trace ideal but in a larger ideal.

**Definition 7.2.** Let $1 < p < \infty$. By the $p$th Dixmier ideal we will understand the ideal in $\mathcal{L}(H)$ given by

$$\mathcal{L}^{p+}(H) = \{T \in \mathcal{K}(H) \mid \sup_{n \in \mathbb{N}} \frac{\sigma_n(T)}{n^{1-1/p}} < \infty\}$$

As it is the case for the Dixmier trace ideal, the $p$th Dixmier ideal is really an ideal in $\mathcal{L}(H)$. Furthermore, it becomes a Banach $\ast$-algebra when equipped with the norm

$$\| \cdot \|_{p^+} : \mathcal{L}^{p+}(H) \to [0, \infty) \quad \|T\|_{p^+} = \sup_{n \in \mathbb{N}} \frac{\sigma_n(T)}{n^{1-1/p}}$$

We then have the following result.

**Lemma 7.3.** [11, Lemma 7.37] Let $A \in \mathcal{L}^{p+}(H)$ be a positive operator. The $p$th power of $A$ is then contained in the Dixmier ideal. That is

$$A^p \in \mathcal{L}^{1+}(H)$$
Let us turn to the description of the Dixmier trace. Let $T \in \mathcal{K}(H)$. For each $\lambda \in [1, \infty)$ we define the number

$$\sigma_\lambda(T) = (1 - t)\sigma_n(T) + t\sigma_{n+1}(T)$$

Here $n = \lfloor \lambda \rfloor$ is the integer part of $\lambda$ and $t = \lambda - n$. We can then consider the Cesàro mean of the function $\lambda \mapsto \sigma_\lambda(T) / \log(\lambda)$. That is

$$\tau_\lambda(T) = \frac{1}{\log(\lambda)} \int_3^\lambda \frac{\sigma_u(T)}{\log(u)} \, du$$

Clearly, whenever $T \in \mathcal{L}^{1+}(H)$ the function $\lambda \mapsto \tau_\lambda(T)$ is bounded. In general, however, nothing assures that the limit of $\tau_\lambda(T)$ exists for $\lambda \to \infty$. Instead, for positive operators in the Dixmier ideal, the value of the Dixmier trace is a generalized limit of this function. The limiting procedure will depend on the choice of a state on the quotient $C^*$-algebra $C_0([3, \infty)) / C_0([3, \infty))$. Let us thus fix such a state

$$\omega : C_0([3, \infty)) / C_0([3, \infty)) \to \mathbb{C}$$

**Definition 7.4.** Let $T \in \mathcal{L}^{1+}(H)$ be a positive operator in the Dixmier ideal. By the Dixmier trace of $T$ we will understand the positive number

$$\text{Tr}_\omega(T) = \omega(\tau_\lambda(T))$$

The Dixmier trace extends to all of $\mathcal{L}^{1+}(H)$ by noting that each $T \in \mathcal{L}^{1+}(H)$ can be written as a linear combination of positive operators. Indeed, for $T \in \mathcal{L}^{1+}(H)$ we have

$$T = \frac{T + T^*}{2} + \frac{i(T^* - T)}{2}$$

and for each selfadjoint element $T \in \mathcal{L}^{1+}(H)$ we have

$$T = \frac{1}{2}(T + |T|) - \frac{1}{2}(|T| - T)$$

We then define the Dixmier trace using this decomposition.

**Theorem 7.5.** [8, IV.2, Proposition 3] For each choice of state $\omega : C_0([3, \infty)) / C_0([3, \infty)) \to \mathbb{C}$ the Dixmier trace is continuous and linear

$$\text{Tr}_\omega : \mathcal{L}^{1+}(H) \to \mathbb{C}$$

Furthermore, it satisfies the tracial property

$$\text{Tr}_\omega(TS) = \text{Tr}_\omega(ST)$$

for each $T \in \mathcal{L}^{1+}(H)$ and $S \in \mathcal{L}(H)$.

We say that an operator $T \in \mathcal{L}^{1+}(H)$ is *measurable* when its Dixmier trace is independent of the choice of state. For measurable operators we denote the common value of their Dixmier traces by $\text{Tr}_+(T) \in \mathbb{C}$. As an example, take any positive operator of trace class, $T \in \mathcal{L}^1(H)$. In this case we get that

$$\frac{\sigma_n(T)}{\log(n)} \leq \frac{\|T\|_1}{\log(n)} \to 0$$

It follows that the Dixmier trace of $T$ is zero no matter how we choose the state. In particular we get the following result.
**Theorem 7.6.** [8, IV.2. Proposition 3] All operators of trace class are measurable and the Dixmier trace vanishes identically on $L^1(H)$.

There are however many measurable operators with nonvanishing Dixmier trace. Let us look at a very general example of this phenomena. This will also explain the interpretation of the Dixmier trace as a noncommutative integral. Namely, let $M$ be a compact, $n$-dimensional, orientable Riemannian manifold without boundary. We then have the Riemannian volume form $\nu_g \in \mathcal{A}^n(M, \mathbb{R})$ and the scalar Laplacian

$$\Delta : C^\infty(M) \to C^\infty(M) \quad \Delta := -(d \ast d)$$

Here $d : \mathcal{A}^k(M) \to \mathcal{A}^{k+1}(M)$ denotes the exterior differential and $\ast : \mathcal{A}^k(M) \to \mathcal{A}^{n-k}(M)$ denotes the Hodge star operator associated with the orientation. See [38, p.149-150], for example. The scalar Laplacian is a positive elliptic differential operator of order two. In particular, we can make sense of the operator, $\Delta^{-n/2}$, as an elliptic pseudodifferential operator of order $-n$. It extends to a bounded operator on the Hilbert space, $H := L^2(M)$, of square integrable functions on $M$. In fact, $\Delta^{-n/2} \in \mathcal{L}^1(H)$, is an element of the first Dixmier ideal. Its Dixmier trace can be computed by the following trace theorem of A. Connes. We let the continuous function on $M$ act by multiplication on the Hilbert space $L^2(M)$.

**Theorem 7.7.** [11, Corollary 7.22] The operator $f \Delta^{-n/2} \in \mathcal{L}^1(H)$ is measurable for any continuous function $f \in C(M)$ and we have the identity

$$\frac{n(2\pi)^n}{\Omega_n} \text{Tr}_+(f \Delta^{-n/2}) = \int_M f \nu_g$$

between the Dixmier trace and the integral of functions against the Riemannian volume form. Here $\Omega_n = \frac{2\pi^{n/2}}{\Gamma(n/2)}$ is the standard volume of the sphere $S^{n-1}$.

### 7.1.2. The Hochschild character formula of A. Connes

In this section we will expose another result of A. Connes which we will use for the calculation of the higher determinant. We will consider the case where a finitely summable Fredholm module arises from a spectral triple. In this context it is possible to compute the Hochschild class of the Chern character by means of a Dixmier trace. In the case of an orientable compact Riemannian manifold it is therefore essentially given by the integral of some function. This is due to the result of A. Connes which we stated in the last section, see Theorem 7.7. We will briefly review the theory needed for the statement of the desired computational result.

**Definition 7.8.** Let $A$ be a unital $\mathbb{C}$-algebra represented by a unital representation $\pi : A \to \mathcal{L}(H)$ on a separable Hilbert space $H$. Let $D$ be an unbounded selfadjoint operator on $H$. We say that the triple $(\mathcal{A}, H, D)$ is an odd unital spectral triple when the conditions

1. $\pi(\text{Dom}(D)) \subseteq \text{Dom}(D)$ and $[D, \pi(a)]$ extends to a bounded operator on $H$.
2. The resolvent $(\lambda + D)^{-1}$ is compact for all $\lambda \in \mathbb{C} - \mathbb{R}$.

are satisfied for all $a \in A$.

We will need some extra conditions on our spectral triples in order for the computational result to apply. We will both require a regularity condition and a stronger decay condition for the resolvent.
Definition 7.9. Let \( n \in [1, \infty) \). We say that an odd unital spectral triple is \((n+)\)-summable when the resolvent \((\lambda + D)^{-1} \in \mathcal{L}^{n+}(H)\) is actually contained in the \(n\)th Dixmier ideal for each \( \lambda \in \mathbb{C} - \mathbb{R} \).

By the functional calculus for unbounded selfadjoint operators we can form the positive operator \(|D|\). We will then consider the derivation \( \delta : T \mapsto [\|D\|, T] \). The domain of \( \delta \) consists of the bounded operators \( T \in \mathcal{L}(H) \) such that

\[
T(\text{Dom}(\|D\|)) \subseteq \text{Dom}(\|D\|) \quad \text{and} \quad [\|D\|, T] \text{ extends to a bounded operator on } H
\]

We let \( \mathcal{A}_D \) denote the smallest subalgebra of \( \mathcal{L}(H) \) such that

\[
a \in \mathcal{A}_D \text{ and } \{D, a\} \in \mathcal{A}_D \quad \text{for all } a \in \mathcal{A}
\]

Definition 7.10. Let \( k \in \mathbb{N} \). We say that a spectral triple \((\mathcal{A}, H, D)\) is \(QC^k\) when the algebra \( \mathcal{A}_D \) is contained in the domain of the derivation \( \delta^m \) for each \( 1 \leq m \leq k \).

We will now outline how to construct Fredholm modules from spectral triples. So, let \((\mathcal{A}, H, D)\) be a spectral triple. We let \( P = 1_{[0, \infty)}(D) \) denote the spectral projection of \( D \) associated with the subset \([0, \infty) \subseteq \mathbb{R}\). We can then form the selfadjoint unitary \( F = 2P - 1 \in \mathcal{L}(H) \). The next result is a consequence of [11, Lemma 10.18].

Theorem 7.11. Let \( \epsilon > 0 \) and let \( n \in [1, \infty) \). If \((\mathcal{A}, H, D)\) is an odd unital \((n+)\)-summable unital spectral triple then the pair \((F, H)\) is an odd \((n + \epsilon)\)-summable Fredholm module over \( \mathcal{A} \). Furthermore, if \( \mathcal{A} \) is a unital Banach algebra and both the representation and the linear map \( a \mapsto [D, a] \) are continuous, then the Fredholm module \((F, H)\) is continuous as well. See Definition 6.1.

We will need one more ingredient for the statement of the Hochschild character formula. Let \( \mathcal{A} \) be some \( \mathbb{C} \)-algebra. For each \( n \in \mathbb{N}_0 \) we let \( C_n^{\text{alg}}(\mathcal{A}) = \mathcal{A} \otimes_{\mathbb{C}} \mathcal{A}^{\otimes n} \) denote the vector space of algebraic Hochschild chains. By an algebraic Hochschild cycle we will then understand an element \( x \in C_n^{\text{alg}}(\mathcal{A}) \) with \( b(x) = 0 \). Here

\[
b : C_n^{\text{alg}}(\mathcal{A}) \rightarrow C_{n-1}^{\text{alg}}(\mathcal{A})
\]

\[
b(a_0 \otimes a_1 \otimes \ldots \otimes a_n) = (-1)^n a_n a_0 \otimes \ldots \otimes a_{n-1} + \sum_{i=0}^{n-1} (-1)^i a_0 \otimes \ldots \otimes a_i a_{i+1} \otimes \ldots \otimes a_n
\]

denotes the Hochschild boundary. Clearly, each Hochschild cycle gives rise to an algebraic cyclic cycle by means of the quotient map

\[
I : C_n^{\text{alg}}(\mathcal{A}) \rightarrow C_n^{\text{alg}}(\mathcal{A}) / \text{Im}(1-t)
\]

Now, by the formula of Theorem 6.2 each odd \(2p\)-summable Fredholm module \((F, H)\) over a unital \( \mathbb{C} \)-algebra \( \mathcal{A} \) gives rise to a homomorphism

\[
\tau_F : C_{2p-1}^{\text{alg}}(\mathcal{A}) / \text{Im}(1-t) \rightarrow \mathbb{C}
\]

We could try to investigate this homomorphism on the image of the quotient map

\[
I : C_{2p-1}^{\text{alg}}(\mathcal{A}) \rightarrow C_{2p-1}^{\text{alg}}(\mathcal{A}) / \text{Im}(1-t)
\]
The character formula of A. Connes deals with this question in the case where the Fredholm module comes from a spectral triple.

Let \( n = 2p - 1 \in \mathbb{N} \) be an odd number. Let \((A, H, D)\) be an odd unital \((n+)\)-summable spectral triple. We can then make sense of the operator \(|D|^{-1}\) on the Hilbert space \(\text{Ker}(D)^{\perp}\). The bounded operator \(|D|^{-1} \in \mathcal{L}(H)\) is then given by the matrix

\[
|D|^{-1} = \begin{pmatrix}
|D|^{-1} & 0 \\
0 & 0
\end{pmatrix}
\]

with respect to the decomposition \( H = \text{Ker}(D)^{\perp} \oplus \text{Ker}(D) \). The \((n+)\)-summability of the spectral triple ensures us that \(|D|^{-1} \in \mathcal{L}^{n+}(H)\) is in the \(n\)th Dixmier ideal as well. In particular, it follows by Lemma 7.3 that \(|D|^{-n} \in \mathcal{L}^{1+}(H)\) is of Dixmier trace class. We thus have a linear map

\[
\varphi^{\omega}_{D} : C_{2p-1}^{\text{alg}}(A) \to \mathbb{C}
\]

given by

\[
\varphi^{\omega}_{D}(a_{0} \otimes a_{1} \otimes \ldots \otimes a_{2p-1}) = \text{Tr}_{\omega}(a_{0}[D, a_{1}] \cdot \ldots \cdot [D, a_{2p-1}])|D|^{-2p+1}
\]

for any choice of state \( \omega : C_{6}([3, \infty))/C_{6}([3, \infty)) \to \mathbb{C} \). The character formula of A. Connes can then be stated as follows:

**Theorem 7.12.** [11, Theorem 10.32] Let \( n = 2p - 1 \in \mathbb{N} \) be an odd number. Let \((A, H, D)\) be an odd unital QC\(^{2}\) \((n+)\)-summable spectral triple. Let \((F, H)\) be the associated 2p-summable Fredholm module over \( A \). Suppose that \( x \in C_{2p-1}^{\text{alg}}(A) \) is an algebraic Hochschild cycle. We then have the formula

\[
\tau_{F}(I(x)) = -\frac{1}{2^{2p} \cdot (p - 1)!} \varphi^{\omega}_{D}(x)
\]

for the evaluation of the Chern character on \( I(x) \in C_{n}^{\text{alg}}(A)/\text{Im}(1 - t) \).

### 7.2. An integral formula for the higher determinant of a torus.

We are now ready to prove the computational result which we promised at the end of Section 6.3. We will consider the concrete example of an odd dimensional torus, \( \mathbb{T}^{2p-1} \). In this setting there is a spectral triple \( \mathbb{T}^{2p-1} = (C^{p+2}(\mathbb{T}^{2p-1}), H, D) \) which satisfies the sufficient conditions for the Hochschild character theorem to apply. The square of the selfadjoint operator \( D \) agrees with the scalar Laplacian. On Hochschild cycles we can thus express the Chern character of the associated Fredholm module by means of integration over the torus. Combining this with the calculation of the multiplicative character which we carried out in the last sections we are then able to prove the following result.

**Theorem 7.13.** Let \( n = 2p - 1 \) be an odd number. There is a higher determinant

\[
\det_{F} : GL(C^{p+2}(\mathbb{T}^{2p-1})) \to \mathbb{C}/(2\pi i)^{p}\mathbb{Z}
\]

satisfying the properties stated in Corollary 6.19. For any 2p-tuple of matrices

\[
f_{0}, \ldots, f_{2p-1} \in M_{k}(C^{p+2}(\mathbb{T}^{2p-1}))
\]

it is given by the integral

\[
\det_{F}(e^{f_{0}}, \ldots, e^{f_{2p-1}}) = \left[ C \int_{\mathbb{T}^{2p-1}} \text{TR}(f_{0})d\text{TR}(f_{1}) \wedge \ldots \wedge d\text{TR}(f_{2p-1}) \right]
\]
over the torus. Here

\[ C = \frac{(-i)^p(2p - 1)!}{2^{p+1} \cdot (p - 1)!} \cdot \frac{\Omega_n}{n(2\pi)^n} \in \mathbb{C} \]

is a constant. Recall that \( \Omega_n = \frac{2 \pi^{n/2}}{\Gamma\left(\frac{n}{2}\right)} \) is the standard volume of the sphere \( S^{n-1} \).

Let us start by constructing the appropriate spectral triple, \( T^{2p-1} = (C^{p+2}(\mathbb{T}^{2p-1}), H, D) \). We will thus explain the terms. The unital \( \mathbb{C} \)-algebra is the unital Banach algebra of \( C^{p+2} \)-functions on the torus of dimension \( (2p - 1) \), \( C^{p+2}(\mathbb{T}^{2p-1}) \). The Hilbert space will be a direct sum of square integrable functions on the torus

\[ H := \mathbb{C}^{2p-1} \otimes L^2(\mathbb{T}^{2p-1}) \]

The representation is the unital continuous algebra homomorphism

\[ \pi : C^{p+2}(\mathbb{T}^n) \to \mathcal{L}(H) \quad \pi : f \mapsto 1_{2p-1} \otimes m(f) \]

given by multiplication on the factor \( L^2(\mathbb{T}^{2p-1}) \). To define the unbounded operator \( D \) on \( H \) we need a bit more structure.

For each \( j \in \{1, \ldots, 2p - 1\} \) let \( \partial_j := -i \frac{\partial}{\partial \theta_j} \) denote the unbounded operator on \( L^2(\mathbb{T}^{2p-1}) \) given by differentiation with respect to arclength in the \( j \)th copy of the circle. Furthermore, we define the two by two matrices

\[ \alpha_0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \alpha_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \alpha_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \]

For each \( j \in \{1, \ldots, 2p - 1\} \) we then define a matrix \( c_j \in M_{2p-1}(\mathbb{C}) \) by the formula

\[ c_j = \begin{cases} \alpha_0 \otimes \ldots \otimes \alpha_0 \otimes \alpha_1 \otimes 1 \otimes \ldots \otimes 1 & \text{for } j = 2k - 1 \\ \alpha_0 \otimes \ldots \otimes \alpha_0 \otimes \alpha_2 \otimes 1 \otimes \ldots \otimes 1 & \text{for } j = 2k \end{cases} \]

Here we have used an identification

(27) \[ \psi : M_2(\mathbb{C}) \otimes \mathbb{C} \ldots \otimes \mathbb{C} \otimes \mathbb{C} \cong M_{2p-1}(\mathbb{C}) \]

arising from an isomorphism of vector spaces

\[ (\mathbb{C} \oplus \mathbb{C}) \otimes \mathbb{C} \ldots \otimes \mathbb{C} (\mathbb{C} \oplus \mathbb{C}) \cong \mathbb{C}^{2p-1} \]

This determines a representation of the complex Clifford algebra over \( \mathbb{R}^{2p-1} \) on \( \mathbb{C}^{2p-1} \). Indeed, the matrices \( c_j \in M_{2p-1}(\mathbb{C}) \) satisfy the relations

\[ c_j c_k = -c_k c_j \quad \text{for } 1 \leq j < k \leq 2p - 1 \]
\[ c_j c_j = 1 \quad \text{for } j \in \{1, \ldots, 2p - 1\} \]

The unbounded operator \( D \) on \( H = \mathbb{C}^{2p-1} \otimes L^2(\mathbb{T}^{2p-1}) \) can then be written as the sum

\[ D = c_1 \otimes \partial_1 + \ldots + c_{2p-1} \otimes \partial_{2p-1} \]

This unbounded operator extends to a selfadjoint operator with domain equal to a direct sum of the first Sobolev space on the torus. This operator will also be denoted by \( D \). The data which
we have just defined combines to a spectral triple with the right properties for the Hochschild character formula to apply.

**Theorem 7.14.** Let $n = 2p - 1 \in \mathbb{N}$ be an odd number. The triple $T^n = (C_p^{2\mathbb{N}}, H, D)$ is an odd QC$^2$ $(n+)$-summable unital spectral triple. Furthermore the linear map $f \mapsto [D, f]$ is continuous on $C_p^{2\mathbb{N}}$.

*Proof.* We leave the proof to the reader. $\square$

Let us fix a state
$$\omega : C_0([3, \infty)) \to \mathbb{C}$$
and try to compute the quantity
$$\varphi^\omega_D(f_0 \otimes \ldots \otimes f_{2p-1}) = \text{Tr}_\omega(f_0[D, f_1] \cdot \ldots \cdot [D, f_{2p-1}])D^{-2p+1}$$

Here $f_0, \ldots, f_{2p-1} \in C_p^{2p}(\mathbb{T}^{2p-1})$ are $C_p^{2p}$-functions on the torus.

We start by noting that the commutator
$$[D, f] = -i \sum_{j=1}^{2p-1} c_j \otimes \frac{\partial f}{\partial \theta_j}$$

is given by Clifford multiplication and multiplication by the partial derivatives of $f$. Furthermore, we can calculate the square of the unbounded operator $D$

$$D^2 = 1_{2p-1} \otimes \left( \sum_{j=1}^{2p-1} \partial_j^2 \right) = 1_{2p-1} \otimes \Delta$$

Here $\Delta : C_\infty(\mathbb{T}^{2p-1}) \to C_\infty(\mathbb{T}^{2p-1})$ denotes the scalar Laplacian associated with the Riemannian volume form $\nu_g = d\theta_1 \wedge \ldots \wedge d\theta_{2p-1} \in \mathcal{A}^{2p-1}(\mathbb{T}^{2p-1}, \mathbb{R})$.

To proceed we will need the following general lemma on Dixmier traces over matrices.

**Lemma 7.15.** Let $H$ be a separable Hilbert space and let $A \in M_k(\mathcal{L}^1(H)) \subseteq \mathcal{L}(H^k)$ be a matrix with Dixmier trace class entries. The Dixmier trace of $A$ is then given by the Dixmier trace of the diagonal. Thus,

$$\text{Tr}_\omega(A) = \sum_{j=1}^{k} \text{Tr}_\omega(A_{jj})$$

We also note that the trace $\text{TR} : M_{2p-1}(\mathbb{C}) \to \mathbb{C}$ can be computed on a tensor product by the formula

$$\text{TR}(\psi(A_1 \otimes \ldots \otimes A_{p-1})) = \text{TR}(A_1) \cdot \ldots \cdot \text{TR}(A_{p-1})$$

Here $\psi$ denotes the identification of (27) and $A_1, \ldots, A_{p-1} \in M_{2}(\mathbb{C})$. Combining this result with the above lemma we get that

$$\text{Tr}_\omega((c_{j_1} \cdot \ldots \cdot c_{j_k}) \otimes f|D|^{-2p+1}) = 0$$
for any continuous function \( f \) and any subset \( 1 \leq j_1 < \ldots < j_k \leq 2p - 1 \) with \( 1 \leq k < 2p - 1 \). Letting \( n = 2p - 1 \) we can thus compute as follows

\[
\varphi^n_\omega(f_0 \otimes \ldots \otimes f_{2p-1}) = (-i)^{2p-1} \text{Tr}_\omega(c_1 \ldots c_{2p-1} \otimes f_0 \det(J_f)|D|^{-2p+1})
\]

\[
= (-i)^p 2^{p-1} \text{Tr}_\omega(f_0 \det(J_f)|D|^{-2p+1})
\]

\[
= (-i)^p 2^{p-1} \frac{\Omega_n}{n(2\pi)^n} \int_{\mathbb{T}^{2p-1}} f_0 df_1 \wedge \ldots \wedge df_{2p-1}
\]

(28)

Here \( J_f \in M_{2p-1}(C^{p+1}(\mathbb{T}^{2p-1})) \) denotes the Jacobian

\[
(J_f)_{i,j} = \frac{\partial f_i}{\partial \theta_j}
\]

For the last identity we have used the trace formula of Theorem 7.7.

We can now prove the theorem announced at the beginning of this section. We let \((F, H)\) denote the Fredholm module over \(C^{p+2}(\mathbb{T}^{2p-1})\) which we get from Theorem 7.11. We note that \((F, H)\) is odd 2p-symmetric and continuous. In particular we have the higher determinant

\[
\det_F : GL(C^{p+2}(\mathbb{T}^{2p-1}))^{2p} \to \mathbb{C}/(2\pi i)^p \mathbb{Z}
\]

\[
\det_F(g_0, \ldots, g_{2p-1}) = \mathcal{M}_F([g_0] \ast \ldots \ast [g_{2p-1}])
\]

By the calculation of the multiplicative character given in Theorem [17, Theorem 5.4] it is given by the concrete formula

\[
\det_F(e^{f_0}, \ldots, e^{f_{2p-1}}) = [\tau_F(f_0 \ast \ldots \ast f_{2p-1})]
\]

But the product

\[
f_0 \ast \ldots \ast f_{2p-1} \in C^{alg}_{2p-1}(C^{p+2}(\mathbb{T}^{2p-1})) \subseteq C_{2p-1}(C^{p+2}(\mathbb{T}^{2p-1}))
\]

is actually an algebraic Hochschild cycle. It therefore follows from Theorem 7.12 and the calculation in (28) that

\[
\tau_F(f_0 \ast \ldots \ast f_{2p-1})
\]

\[
= -\frac{1}{2^{2p}(p-1)!} \varphi^n_\omega(f_0 \ast \ldots \ast f_{2p-1})
\]

\[
= (-i)^p (2p-1)! \frac{\Omega_n}{2^{p+1}(p-1)! n(2\pi)^n} \int_{\mathbb{T}^{2p-1}} f_0 df_1 \wedge \ldots \wedge df_{2p-1} \in \mathbb{C}/(2\pi i)^p \mathbb{Z}
\]

This proves Theorem 7.13.
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